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Asynchronous Distributed Reinforcement Learning for LQR Control
via Zeroth-Order Block Coordinate Descent

Gangshan Jing, He Bai, Jemin George, Aranya Chakrabortty and Piyush K. Sharma

Abstract

Recently introduced distributed zeroth-order optimization (ZOO) algorithms have shown their utility in distributed reinforce-
ment learning (RL). Unfortunately, in the gradient estimation process, almost all of them require random samples with the same
dimension as the global variable and/or require evaluation of the global cost function, which may induce high estimation variance
for large-scale networks. In this paper, we propose a novel distributed zeroth-order algorithm by leveraging the network structure
inherent in the optimization objective, which allows each agent to estimate its local gradient by local cost evaluation independently,
without use of any consensus protocol. The proposed algorithm exhibits an asynchronous update scheme, and is designed for
stochastic non-convex optimization with a possibly non-convex feasible domain based on the block coordinate descent method.
The algorithm is later employed as a distributed model-free RL algorithm for distributed linear quadratic regulator design, where
a learning graph is designed to describe the required interaction relationship among agents in distributed learning. We provide
an empirical validation of the proposed algorithm to benchmark its performance on convergence rate and variance against a
centralized ZOO algorithm.

Index Terms

Reinforcement learning, distributed learning, zeroth-order optimization, linear quadratic regulator, multi-agent systems

I. INTRODUCTION

Zeroth-order optimization (ZOO) algorithms solve optimization problems with implicit function information by estimating
gradients via zeroth-order observation (function evaluations) at judiciously chosen points [1]. They have been extensively
employed as model-free reinforcement learning (RL) algorithms for black-box off-line optimization [2], online optimization
[3], neural networks training [4], and model-free linear quadratic regulator (LQR) problems [5]–[8]. Although, ZOO algorithms
are applicable to a broad range of problems, they suffer from high variance and slow convergence rate especially when the
problem is of a large size. To improve the performance of ZOO algorithms, besides the classical one-point feedback [3], [6],
other types of estimation schemes have been proposed, e.g., average of multiple one-point feedback [5], two-point feedback [2],
[4], [6], [9], [10], average of multiple two-point feedback [8], and one-point residual feedback [11]. These methods have been
shown to reduce variance and increase convergence rate efficiently. However, all these methods are still based on the evaluation
of the global optimization objective, which may cause significantly large errors and high variance of gradient estimates when
encountering a large-size problem with a high dimensional variable.

Multi-agent networks are one of the most representative systems that have broad applications and usually induce large-
size optimization problems [12]. In recent years, distributed zeroth-order convex and non-convex optimizations on multi-agent
networks have been extensively studied, e.g., [13]–[17], all of which decompose the original cost function into multiple functions
and assign them to the agents. Unfortunately, the variable dimension for each agent is the same as that for the original problem.
As a result, the agents are expected to eventually reach consensus on the optimization variables. Such a setting indeed divides
the global cost into local costs, but the high variance of the gradient estimate caused by the high variable dimension remains
unchanged. In [18], each agent has a lower dimensional variable. However, to estimate the local gradient, the authors employed
a consensus protocol for each agent to estimate the global cost function value. Such a framework maintains a similar gradient
estimate to that of the centralized ZOO algorithm, which still suffers a high variance when the network is of a large scale.

Block coordinate descent (BCD) are known to be efficient for large-size optimization problems due to the low per-iteration
cost [19], [20]. The underlying idea is to solve optimizations by updating only partial components (one block) of the entire
variable in each iteration, [19]–[24]. Recently, zeroth-order BCD algorithms have been proposed to craft adversarial attacks for
neural networks [4], [25], where the convergence analysis was given under the convexity assumption on the objective function
in [25]. A non-convex optimization was addressed by a zeroth-order BCD algorithm in [26], whereas the feasible domain was
assumed to be convex.

In this paper, we consider a general stochastic locally smooth non-convex optimization with a possibly non-convex feasible
domain, and propose a distributed ZOO algorithm based on the BCD method. Out of the aforementioned situations, we design
local cost functions involving only partial agents by utilizing the network structure embedded in the optimization objective
over a multi-agent network. This is reasonable in model-free control problems because although the dynamics of each agent
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is unknown, the coupling structure between different agents may be known and the control objective with an inherent network
structure is usually artificially designed. Our algorithm allows each agent to update its optimization variable by evaluating
a local cost independently, without requiring agents to reach consensus on their optimization variables. This formulation is
applicable to the distributed LQR control and many multi-agent cooperative control problems such as formation control [27],
network localization [28] and cooperative transportation [29], where the variable of each agent converges to a desired local set
corresponding to a part of the minimizer of the global cost function. Our main contributions are listed as follows.

(i). We propose a distributed accelerated zeroth-order algorithm with asynchronous sample and update schemes (Algorithm
2). The multi-agent system is divided into multiple clusters, where agents in different clusters evaluate their local costs
asynchronously, and the evaluations for different agents are completely independent. It is shown that with appropriate parameters,
the algorithm converges to an approximate stationary point of the optimization with high probability. The sample complexity
is polynomial with the reciprocal of the convergence error, and is dominated by the number of clusters (see Theorem 1). When
compared to ZOO based on the global cost evaluation, our algorithm produces gradient estimates with lower variance and thus
results in faster convergence (see the variance analysis in Subsection III-E).

(ii). We further consider a model-free multi-agent distributed LQR problem, where multiple agents with decoupled dynamics1

cooperatively minimize a cost function involving all the agents. The optimal LQR controller is desired to be distributed, i.e., the
control of each agent involves only its neighbors. We describe the couplings in the cost function and the structural constraint by
a cost graph and a sensing graph, respectively. To achieve distributed learning, we design a local cost function for each agent,
and introduce a learning graph that describes the required agent-to-agent interaction relationship for local cost evaluations.
Specifically, the local cost function for each agent is designed such that its gradient w.r.t. the local control gain is the same as
that of the global cost function. The learning graph is determined by the cost and sensing graphs and is needed only during the
learning stage. By implementing our asynchronous RL algorithm, the agents optimize their local costs and are able to learn a
distributed controller corresponding to a stationary point of the optimization distributively. The design of local costs and the
learning graph plays the key role in enabling distributed learning. The learning graph is typically denser than the cost and
sensing graphs, which is a trade-off for not using a consensus algorithm.

The comparisons between our work and existing related results are listed as follows.
(i). In comparison to centralized ZOO [2]–[4], [9], [11] and distributed ZOO [13]–[17], we reduce the variable dimension for

each agent, and construct local cost involving only partial agents. Such a framework avoids the influence of the convergence
error and convergence rate of the consensus algorithm, and results in reduced variance and high scalability to large-scale
networks. Moreover, since the agents do not need to reach agreement on any global index, our algorithm benefits for privacy
preserving.

(ii). In comparison to ZOO algorithms for LQR, e.g., [5], [6], [8], our problem has a structural constraint on the desired
control gain, thus the cost function is not gradient dominated.

(iii) Existing BCD algorithms in [19]–[24] always require global smoothness of the objective function. When only zeroth-
order information is available, existing BCD algorithms require convexity of either the objective function [25] or the feasible
domain [26]. In contrast, we propose a zeroth-order BCD algorithm for a stochastic non-convex optimization with a locally
smooth objective and a possibly non-convex feasible set. A clustering strategy and a cluster-wise update scheme are proposed
as well, which further significantly improve the algorithm convergence rate.

(iv) The distributed LQR problem is complicated and challenging because both the objective function and the feasible set
are non-convex, and the number of locally optimal solutions grow exponentially in system dimension [30], [31]. Existing
results for distributed LQR include model-based centralized approaches [32], [33], model-free centralized approaches [7],
[34], and model-free distributed approaches [18], [35]. All of them focus on finding a sub-optimal distributed controller for
an approximate problem or converging to a stationary point of the optimization via policy gradient. Therefore, the obtained
solutions may be a sub-optimal solution to the distributed LQR problem. Our algorithm is a derivative-free distributed policy
gradient algorithm, which also seeks a stationary point of the problem and yields a sub-optimal solution.

(v). The sample complexity of our algorithm is higher than that in [5], [6], [8] because their optimization problems have
the gradient domination property, and [5], [6] assume that the infinite horizon LQR cost can be obtained perfectly. The sample
complexity of our algorithm for LQR is slightly lower than that in [18]. However, two consensus algorithms are employed in
[18] for distributed sampling and global cost estimation, respectively, which may slow down the gradient estimation process
especially for large-scale problems. Moreover, the gradient estimation in [18] is essentially based on global cost evaluation,
while we adopt local cost evaluation, which improves the scalability to large-scale networks significantly.

(vi). Distributed RL has also been extensively studied via a Markov decision process (MDP) formulation, e.g., [36]–[40].
However, in comparison to our work, they require more information for each agent or are essentially based on global cost
evaluation. More specifically, in [36], [38]–[40], the global state is assumed to be available for all the agents. It has been
shown in [38] that naively applying policy gradient methods to multi-agent settings exhibits high variance gradient estimates.
[37] describes a distributed learning framework with partial observations, but only from an empirical perspective.

1Our algorithm applies to multi-agent systems with coupled dynamics. Please refer to Remark 4 for more details.
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This paper is structured as follows. Section II describes the optimization problem. Section III presents our zeroth-order BCD
algorithm with convergence analysis. Section IV introduces the application of our algorithm to the model-free multi-agent LQR
problem. Section V shows asimulation example. Section VI concludes the whole paper.

Notations. Given function f(x) with x = (x>1 , ..., x
>
N )>, denote f(yi, x−i) = f(x′) with x′ = (x′>1 , ..., x

′>
N )>, x′i = yi and

x′j = xj for all j 6= i. Let Rn and R≥0 denote the n−dimensional Euclidean space and the space of nonnegative real numbers.
The norm ‖ · ‖ denotes the l2-norm for vectors, and denotes the spectral norm for matrices, ‖ · ‖F is the Frobenius norm. The
pair G = (V, E) denotes a directed or an undirected graph, where V is the set of vertices, E ⊂ V2 is the set of edges. A pair
(i, j) ∈ E implies that there exists an edge from i to j. A path from vertex i to vertex j in G is a sequence of pairs (i, i1),
(i1, i2), ..., (is, j) ∈ E . The symbol E[·] denotes expectation, Cov(x) denotes the covariance matrix of vector x. Given a set
S, Uni(S) represents the uniform distribution in S. Given two matrices X and Y , let 〈X,Y 〉 = trace(X>Y ) be the Frobenius
inner product.

II. STOCHASTIC ZOO VIA MULTI-AGENT NETWORKS

In this section, we review the zeroth-order stochastic non-convex optimization problem and describe the optimization we
aim to solve in this paper.

A. Stochastic ZOO

Consider a general optimization problem
minimize
x∈X

f(x), (1)

where
f(x) = Eξ∼D[h(x, ξ)] (2)

is continuously differentiable, x ∈ Rq is the optimization variable, X is its feasible domain and possibly non-convex, ξ ∈ Rp
is a random variable and may denote the noisy data with distribution D in real applications, and h(·, ·) : Rq × Rp → R≥0 is
a mapping such that the following assumptions hold:

Assumption 1: We assume the following statements hold for f .
A: The function f is (λx, ζx) locally Lipschitz in X , i.e., for any x ∈ X , if ‖x′ − x‖ ≤ ζx for x′ ∈ Rq , then

‖f(x′)− f(x)‖ ≤ λx‖x′ − x‖, (3)

where λx and ζx are both continuous in x.
B: The function f has a (φx, βx) locally Lipschitz gradient in X , i.e., for any x ∈ X , if ‖x′−x‖ ≤ βx for x′ ∈ Rq , it holds

that
‖∇xf(x′)−∇xf(x)‖ ≤ φx‖x′ − x‖, (4)

where φx and βx are both continuous in x.
C: The function f is coercive, i.e., f(x) goes to infinity when x approaches the boundary of X .

The stochastic zeroth-order algorithm aims to solve the stochastic optimization (1) in the bandit setting, where one only has
access to a noisy observation, i.e., the value of h(x, ξ), while the detailed form of h(x, ξ) is unknown. Since the gradient of
f(x), i.e., ∇xf(x), can no longer be computed directly, it will be estimated based on the function value.

In the literature, the gradient can be estimated by the noisy observations with one-point feedback [3], [5], [6] or two-point
feedback [2], [4], [9]. In what follows, we introduce the one-point estimation approach, based on which we will propose our
algorithm. The work in this paper is trivially extendable to the two-point feedback case.

Define the unit ball and the (d− 1)-dimensional sphere (surface of the unit ball) in Rd as

Bd = {y ∈ Rd : ‖y‖ ≤ 1}, (5)

and
Sd−1 = {y ∈ Rd : ‖y‖ = 1}, (6)

respectively. Given a sample v ∼ Uni(Bq), define

f̂(x) = Ev∈Bq [f(x+ rv)], (7)

where r > 0 is called the smoothing radius. It is shown in [3] that

∇xf̂(x) = Eu∈Sq−1 [f(x+ ru)u]q/r, (8)

which implies that f(x+ ru)uq/r is an unbiased estimate for ∇xf̂(x). Based on this estimation, a first-order stationary point
of (1) can be obtained by using gradient descent.
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B. Multi-Agent Stochastic Optimization

In this paper, we consider the scenario where optimization (1) is formulated based on a multi-agent system with N agents
V = {1, ..., N}. More specifically, let x = (x>1 , ..., x

>
N )>, where xi ∈ Rqi is the state of each agent i, and

∑N
i=1 qi = q.

Similarly, let ξ = (ξ>1 , ..., ξ
>
N )>, where ξi ∈ Rpi denotes the noisy exploratory input applied to agent i, and

∑N
i=1 pi = p.

Different agents may have different dimensional states and noise vectors, and each agent i only has access to a local observation
hi(xNi , ξNi), i = 1, ..., N . Here xNi = {xj , j ∈ Ni} and ξNi = {ξj , j ∈ Ni} are the vectors composed of the state and noise
information of the agents in Ni, respectively, where Ni = {j ∈ V : (j, i) ∈ E} contains its neighbors determined by the graph2

G = (V, E). Note that each vertex in graph G is considered to have a self-loop, i.e., i ∈ Ni. At this moment we do not impose
other conditions for G, instead, we give Assumption 2 on those local observations, based on which we propose our distributed
RL algorithm. In Section IV, when applying our RL algorithm to a model-free multi-agent LQR problem, the details about
how to design the inter-agent interaction graph for validity of Assumption 2 will be introduced.

Assumption 2: There exist local cost functions fi(x) = Eξ∼D[hi(xNi , ξNi)] such that for any i ∈ V and x ∈ X , hi(·, ·) :

R
∑
j∈Ni

qj × R
∑
j∈Ni

pj → R≥0 satisfies

hi(xNi , ξNi) ≤ cfi(x), almost surely (a.s.), (9)

and
∇xif(x) = ∇xifi(x). (10)

Remark 1: Inequality (9) is used to build a relationship between hi(x, ξ) and its expectation w.r.t. ξ. Note that (9) is the
only condition for the random variable ξ, and ξ does not necessarily have a zero mean. If hi(x, ξ) is continuous in ξ for any
x ∈ X , the assumption (9) holds when the random variable ξ is bounded. When ξ is unbounded, for example, ξ follows a
sub-Gaussian distribution, (9) may hold with a high probability, see [41]. A truncation approach can be used when evaluating
the local costs to ensure the boundedness of the observation if ξ follows a standard Gaussian distribution.

To show that Assumption 2 is reasonable, we give a class of feasible examples. Consider

h(x, ξ) =
∑

(i,j)∈E
Fij(xi, xj , ξi, ξj), ξi ∼ Di, (11)

where Fij(·, ·, ·, ·) : Rqi × Rqj × Rpi × Rpj is locally Lipschitz continuous and has a locally Lipschitz continuous gradient
w.r.t. xi and xj , E is the edge set of a graph characterizing the inter-agent coupling relationship in the objective function, and
Di for each i ∈ V is a bounded distribution with zero mean. By setting hi(xNi , ξNi) =

∑
j∈Ni Fij(xi, xj , ξi, ξj), Assumption

2 is satisfied. If we define the domain X = X1 × · · · × XN as a strategy set, the formulation (1) with (11) can be viewed as
a cooperative networking game [42], where xi is the decision variable of player i, each pair of players aim to minimize Fij ,
and ξi is the random effect on the observation of each player. Moreover, the objective function (11) has also been employed
in many multi-agent coordination problems [43] such as consensus [44] and formation control [27]. As a specific example,
consider Fij(xi, xj , ξi, ξj) = ‖xi + ξi − xj − ξj‖2. In this case, the objective is consensus where ξi and ξj model bounded
noise effects in the measurement of xi and xj , respectively.

A direct consequence of Assumption 2 is that fi(x) is locally Lipschitz continuous and has a locally Lipschitz continuous
gradient w.r.t. xi. Moreover, the two Lipschitz constants are the same as those of f(x).

In this paper, with the help of Assumption 2, we will propose a novel distributed zeroth-order algorithm, in which the local
gradient of each agent is estimated based upon the local observations hi’s directly. The problem we aim to solve is summarized
as follows:

Problem 1: Under Assumptions 1-2, given an initial state x0 ∈ X , design a distributed algorithm for each agent i based on
the local observation3 hi(x, ξ) such that by implementing the algorithm, the state x converges to a stationary point of f .

III. DISTRIBUTED ZOO WITH ASYNCHRONOUS SAMPLES AND UPDATES

In this section, we propose a distributed zeroth-order algorithm with asynchronous samples and updates based on an
accelerated zeroth-order BCD algorithm.

A. Block Coordinate Descent

A BCD algorithm solves for the minimizer x = (x>1 , ..., x
>
N )> ∈ Rq by updating only one block xi ∈ Rqi in each iteration.

More specifically, let bk ∈ V be the block to be updated at step k, and xk be the value of x at step k. An accelerated BCD
algorithm is shown below: {

xk+1
i = xki , i 6= bk,

xk+1
i = x̂ki − η∇xif(x̂ki , x

k
−i), i = bk,

(12)

2Here graph G can be either undirected or directed. In Section IV where our algorithm is applied to the LQR problem, graph G corresponds to the learning
graph.

3Since xNi is composed of partial elements of x, for symbol simplicity, we write the local cost function for each agent i as hi(x, ξ) and treat hi(·, ·) as
a mapping from Rq × Rp to R≥0 while keeping in mind that hi(x, ξ) only involves agent i and its neighbors.
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where η > 0 is the step-size, x̂ki is the extrapolation determined by

x̂ki = xki + wki (xki − x
kprev
i ), (13)

here wki ≥ 0 is the extrapolation weight to be determined, xkprevi is the value of xi before it was updated to xki .
Note that wki can be simply set as 0. However, it has been empirically shown in [23], [24] that having appropriate positive

extrapolation weights helps significantly accelerate the convergence speed of the BCD algorithm, which will also be observed
in our simulation results.

To avoid using the first-order information, which is usually absent in reality, we estimate ∇xif(x̂ki , x
k
−i) in (12) based on

the observation fi(x̂ki , x
k
−i), see the next subsection.

B. Gradient Estimation via Local Cost Evaluation

In this subsection, we introduce given x ∈ X , how to estimate ∇xif(x) based on fi(x). In the ZOO literature, ∇xf(x) is
estimated by perturbing state x with a vector randomly sampled from Sq−1. In order to achieve distributed learning, we expect
different agents to sample their own perturbation vectors independently. Based on Assumption 2, we have

∇xf(x) =



∇x1

f(x)
:

∇xN f(x)


 =



∇x1

f1(x)
:

∇xN fN (x)


 . (14)

Let

f̂i(x) = Evi∈Bqi [fi(xi + rivi, x−i)]

=

∫
riBqi

fi(xi + vi, x−i)dvi

V (riBqi)
,

(15)

where V (riBqi) is the volume of riBqi . Here f̂i(x) is always differentiable even when fi(x) is not differentiable. To approximate
∇xifi(x) for each agent i, we approximate ∇xi f̂i(x) by the following one-point feedback:

gi(x, ui, ξ) =
qi
ri
hi(xi + riui, x−i, ξ)ui, (16)

ui ∈ Uni(Sqi−1), ξ ∈ Rp is a random variable following the distribution D. Note that according to the definition of the local
cost function hi(x, ξ), gi(x, ui, ξ) may be only affected by partial components of ξ.

The following lemma shows that gi(x, ui, ξ) is an unbiased estimate of ∇xi f̂i(x).
Lemma 1: Given ri > 0, i = 1, ..., N , the following holds

∇xi f̂i(x) = Eui∈Sqi−1
Eξ∼D[gi(x, ui, ξ)]. (17)

Although ∇xi f̂i(x) 6= ∇xif(x), their error can be quantified using the smoothness property of f(x), as shown below.
Lemma 2: Given a point x ∈ Rq , if ri ≤ βx, then

‖∇xi f̂i(x)−∇xif(x)‖ ≤ φxri. (18)

Remark 2: Compared with gradient estimation based on one-point feedback, the two-point feedback

gi(x, ui, ξi) =
qi
ri

[hi(xi + riui, x−i, ξi)− hi(xi − riui, x−i, ξi)]ui

is recognized as a more robust algorithm with a smaller variance and a faster convergence rate [2], [4], [9]. In this work, we
mainly focus on how to solve an optimization via networks by a distributed zeroth-order BCD algorithm. Since the expectation
of the one-point feedback is equivalent to the expectation of the two-point feedback, our algorithm in this paper is extendable
to the two-point feedback case. Note that in the gradient estimation, the two-point feedback requires two times of policy
evaluation with the same noise vector, which may be unrealistic in practical applications.

C. Distributed ZOO Algorithm with Asynchronous Samplings

In this subsection, we propose a distributed ZOO algorithm with asynchronous sample and update schemes based on the
BCD algorithm (12) and the gradient approximation for each agent i. According to (16), we have the following approximation
for each agent i at step k:

gi(x̂
k
i , x

k
−i, u

k
i , ξ) =

qi
ri
hi(x̂

k
i + riku

k
i , x

k
−i, ξ

k)uki , (19)

where uki is uniformly randomly sampled from Sqi−1.
In fact, since hi(x, ξ) only involves the agents in Ni, it suffices to maintain the variables of the agents in Ni \ {i} invariant

when estimating the gradient of agent i. That is, in our problem, two agents are allowed to update their variables simultaneously
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if they are not neighbors. This is different from a standard BCD algorithm where only one block of the entire variable is
updated in one iteration.

To achieve simultaneous update for non-adjacent agents, we decompose the set of agents V into s independent clusters (s
has an upper bound depending on the graph), i.e., V = ∪sj=1Vj , and

Vj1 ∩ Vj2 = ∅, ∀ distinct j1, j2 ∈ {1, ..., s} (20)

such that the agents in the same cluster are not adjacent in the interaction graph, i.e., (i1, i2) /∈ E for any i1, i2 ∈ Vj ,
j ∈ {1, ..., s}. Note that no matter graph G is directed or undirected, any two agents have to lie in different clusters if there is
a link from one to the other. Without loss of generality, we assume G is undirected, and let Ni be the neighbor set of agent i.
In the case when G is directed, we define Ni as the set of agents j such that (i, j) ∈ E or (j, i) ∈ E . A simple algorithm for
achieving such a clustering is shown in Algorithm 1. Note that the number of clusters obtained by implementing Algorithm 1
may be different each time. In practical applications, Algorithm 1 can be modified to solve for a clustering with maximum or
minimum number of clusters.

Algorithm 1 Non-Adjacent Agents Clustering
Input: V , Ni for i = 1, ..., N .
Output: s, Vj , j = 1, ..., s.

1. Set s = 0, C = ∅.
2. while C 6= V
3. Set s← s+ 1, D = C, while D 6= V
4. Randomly select i from V \ D, set Vs ← Vs ∪ {i}, D ← D ∪Ni.
5. end
6. C ← C ∪ Vs.
7. end

Algorithm 1 requires the global graph information as an input, thus is centralized. Nonetheless, Algorithm 1 is only
implemented in one shot, and there is no real-time global information required during its implementation. Therefore, Algorithm
1 can be viewed as an off-line centralized deployment before implementing the distributed policy seeking algorithm. Based
on the clustering obtained by Algorithm 1, we propose Algorithm 2 as the asynchronous distributed zeroth-order algorithm.
Algorithm 2 can be viewed as a distributed RL algorithm where different clusters take actions asynchronously, different agents
in one cluster take actions simultaneously and independently. In Algorithm 2, step 5 can be viewed as policy evaluation for
agent i, while step 6 corresponds to policy iteration. Moreover, the local observation hi(x̂ki + riu

k
i , x

k
−i, ξ

k) can be viewed as
the reward returned by the environment to agent i.

Algorithm 2 Distributed Zeroth-Order Algorithm with Asynchronous Samplings
Input: Step-size η, smoothing radius ri and variable dimension qi, i = 1, ..., N , clusters Vj , j = 1, ..., s, iteration number T , update order
zk (the index of the cluster to be updated at step k) and extrapolation weight wk

i , k = 0, ..., T − 1, initial point x0 ∈ X .
Output: x(T ).

1. for k = 0, 1, ..., T − 1 do
2. Sample ξk ∼ D.
3. for all i ∈ V do
4. if i ∈ Vzk do (Simultaneous Implementation)
5. Agent i computes x̂ki by (13), samples uk

i randomly from Sqi−1 and observes hi(x̂
k
i + riu

k
i , x

k
−i, ξ

k).
6. Agent i computes the estimated local gradient gi(x̂ki , x

k
−i, u

k
i , ξ

k) according to (19). Then updates its policy:

xk+1
i = x̂ki − ηgi(x̂ki , xk−i, u

k
i , ξ

k). (21)

7. else
8.

xk+1
i = xki . (22)

9. end
10. end
11. end

In the literature, BCD algorithms have been studied with different update orders such as deterministically cyclic [21], [23]
and randomly shuffled [22], [26]. In this paper, we adopt an “essentially cluster cyclic update” scheme, which includes the
standard cyclic update as a special case, and is a variant of the essentially cyclic update scheme in [23], [24], see the following
assumption.

Assumption 3: (Essentially Cluster Cyclic Update) Given integer T0 ≥ s, for any cluster j ∈ {1, ..., s} and any two steps
k1 and k2 such that k2 − k1 = T0 − 1, there exists k0 ∈ [k1, k2] such that zk0 = j.

Assumption 3 implies that each cluster of agents update their states at least once during every consecutive T0 steps. When
|Vi| = 1 for i = 1, ..., s, and s = N , Assumption 3 implies an essentially cyclic update in [23], [24].
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Fig. 1. The architecture of distributed RL via asynchronous actions during two consecutive iterations.

To better understand Algorithm 2, let us look at a multi-agent coordination example.
Example 1: Suppose that the global function to be minimized is (11) with E = {(1, 2), (2, 3), (3, 4)} being the edge set.

Then the local cost function for each agent is:

h1 = F (x1, x2, ξ12), h2 = F (x1, x2, ξ12) + F (x2, x3, ξ23),

h3 = F (x2, x3, ξ23) + F (x3, x4, ξ34), h4 = F (x3, x4, ξ34),
(23)

where ξij is a bounded zero-mean noise. By implementing Algorithm 1, the two clusters obtained are V1 = {1, 3} and
V2 = {2, 4}. By implementing Algorithm 2 with two clusters updating alternatively, the diagram for two consecutive iterations
is shown in Fig. 1, where agents in V1 and V2 take their actions successively. In multi-agent coordination, F (xi, xj , ξij) can
be set as (‖xi − xj + ξij‖2 − d2

ij)
2 for distance-based formation control (dij is the desired distance between agents i and j),

and ‖xi−xj + ξij −hij‖2 for displacement-based formation control (hij is the desired displacement between agents i and j).

D. Convergence Result

We study the convergence of Algorithm 2 by focusing on x ∈ X, where X is defined as

X = {x ∈ RnN : f(x) ≤ αf(x0), fi(x) ≤ αifi(x0),∀ i ∈ V} ⊆ X , (24)

where α, αi > 1, i ∈ V , x0 ∈ X is the given initial condition. Since f(x) is continuous and coercive, the set X is compact.
Then we are able to find uniform parameters feasible for f(x) over X:

φ0 = sup
x∈X

φx, λ0 = sup
x∈X

λx, ρ0 = inf
x∈X
{βx, ζx}. (25)

The following theorem shows an approximate convergence result based on establishing the probability of the event {xk ∈ X}
for k = 0, ..., T − 1. Let Ni denote the number of agents in the cluster containing agent i. For notation simplicity, we denote
N0 = maxi∈V Ni = maxj∈{1,...,s} |Vj |, q+ = maxi∈V qi, r− = mini∈V ri, f0(x0) = maxi∈V αifi(x0).

Theorem 1: Under Assumptions 1-2, given positive scalars ε, ν, γ, and α ≥ 2 + γ + 1
ν + νγ, x0 ∈ X . Let {xk}T−1

k=0 be a
sequence of states obtained by implementing Algorithm 2 for k = 0, ..., T − 1. Suppose that

T = d2ανf(x0)

ηε
e, η ≤ min{ ρ0

2δ
√
N0

,
2αf(x0)

γε
,

γε

2αN0(φ0δ2 + 4φ2
0 + φ0 + 4)

},

wki ≤
1

‖xki − x
kprev
i ‖

min{η3/2,
ρ0

2
√
Ni
}, ri ≤ min{ρ0

2
,

1

2φ0

√
γε

αN0
}, i ∈ V,

(26)

where δ = q+
r−
c
[
f0(x0) + λ0ρ0

]
is the uniform bound on the estimated gradient (as shown in Lemma 6). The following

statements hold.
(i). The following inequality holds with a probability at least 1− 1

α (2 + γ + 1
ν + νγ):

1

T

T−1∑

k=0

∑

i∈Vzk

‖∇xif(xk)‖2 < ε. (27)
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(ii). Under Assumption 3, suppose that there exists some ε̄ ∈ (0, ρ0] such that

wki ≤
ε̄

2(T0 − 1)Ni‖xki − x
kprev
i ‖

, η ≤ ε̄

2δ(T0 − 1)N0
, (28)

for any step k ∈ {0, ..., T − 1}, and conditions in (26) are satisfied, then the following holds with a probability at least
1− 1

α (2 + γ + 1
ν + νγ):

1

T

T−1∑

k=0

‖∇xf(xk)‖2 < ε̂. (29)

where ε̂ = 2T0(ε+ φ2
0ε̄

2).
Approximate Convergence. Given positive scalars ε α, γ, and ν, Theorem 1 (i) implies that Algorithm 2 converges to a

sequence {xk}, where the partial derivative of xk w.r.t. one cluster is close to 0 at each step with high probability. When
s = 1, Algorithm 2 reduces to an accelerated zeroth-order gradient descent algorithm, and Theorem (i) implies convergence
to a ε-accurate stationary point with high probability. Theorem 1 (ii) implies that under an “essentially cluster cyclic update”
scheme, Algorithm 2 converges to a ε̂-accurate stationary point if the extrapolation weight wki and the step-size η are both
sufficiently small.

Convergence Probability. The convergence probability can be controlled by adjusting parameters α, γ and ν. Statements
in a similar nature have appeared in literature (see e.g., [18, Theorem 1]). However, instead of giving an explicit probability,
we can use ν and γ to adjust the probability. For example, set α = 20, γ = 1, ν = 1, then the probability is at least
1− 1/4 = 3/4. To achieve a high probability of convergence, it is desirable to have large α and ν, and small γ, which implies
that the performance of the algorithm can be enhanced at the price of adopting a large number of samples. As shown in (26),
for a given ε and a sufficiently large α, γ is used to control the step-size η and the sampling radius ri while ν is used to
control the total number of iterations.

Sample Complexity. To achieve high accuracy of the convergent result, we consider ε as a small positive scalar such that
ε � 1/ε. As a result, the sample complexity for convergence of Algorithm 2 is T ∼ O(q2

+N
2
0 /ε̂

3). This implies that the
required iteration number mainly depends on the highest dimension of the variable for one agent, the largest size of one
cluster, and the number of clusters (because T0 ≥ s). Note that even when the number of agents increases, q+ may remain
the same, implying high scalability of our algorithm to large-scale networks. Moreover, N0 may increase as the number of
clusters s decreases. Hence, there is a trade-off between the benefits of minimizing the largest cluster size against minimizing
the number of clusters. When the network is of large scale, T0 dominates the sample complexity, which makes minimizing the
number of clusters the optimal clustering strategy. Note that the sample complexity is directly associated with the convergence
accuracy. Analysis with diminishing step-sizes is of interest and may help achieve asymptotic convergence of the gradient.

Theorem 1 provides sufficient conditions for Algorithm 2 to converge. The objective of the analysis is to identify the range of
applicability of the proposed algorithm and establish the qualitative behaviors of the algorithms, rather than providing optimal
choices of algorithmic parameters. Some of the parameters, such as the Lipschitz constants, have analytical expressions in the
model-based setting (see e.g., [33]). However, they are indeed difficult to obtain in the model-free setting. Therefore, in our
experiments, we choose small step-sizes empirically to ensure that the cost function decreases over time.

E. Variance Analysis

In this subsection, we analyze the variance of our gradient estimation strategy and make comparisons with the gradient
estimation via global cost evaluation. Without loss of generality, we analyze the estimation variance for the i-th agent. Let
ui ∼ Uni(Sqi−1), z ∼ Uni(Sq−1), and zi ∈ Rqi be a component of z corresponding to agent i. Under the same smoothing
radius r > 0, one time gradient estimates based on the local cost hi and the global cost h are

gl =
qi
r
hi(xi + rui, x−i, ξ)ui, (30)

and
gg =

q

r
h(x+ rz, ξ)zi, (31)

respectively.
Lemma 3: The covariance matrices for the gradient estimates (30) and (31) are

Cov(gl) =
qi
r2

[
E[h2

i (x, ξ)]Iqi − E[∇xihi(x, ξ)]E>[∇xihi(x, ξ)] +O(r2)
]
, (32)

and
Cov(gg) =

q

r2

[
E[h2(x, ξ)]Iqi − E[∇xih(x, ξ)]E>[∇xih(x, ξ)] +O(r2)

]
, (33)

respectively.
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Due to Assumption 2, the difference between two covariance matrices is

Cov(gg)− Cov(gl) =
1

r2


 ∑

j∈V\{i}
qjE[h2(x, ξ)]Iqi + qiE[h2(x, ξ)− h2

i (x, ξ)]Iqi +O(r2)


 , (34)

where the first term is positive definite as long as there are more than one agent in the network, the second term is usually
positive semi-definite, and the third term is negligible if r is much smaller than h(x, ξ).

Observe that the first two terms may have extremely large traces if the network is of large scale. This implies that the
gradient estimate (30) leads to a high scalability of our algorithm to large-scale network systems.

IV. APPLICATION TO DISTRIBUTED RL OF MODEL-FREE DISTRIBUTED MULTI-AGENT LQR

In this section, we will show how Algorithm 2 can be applied to distributively learning a sub-optimal distributed controller
for a linear multi-agent system with unknown dynamics.

A. Multi-Agent LQR

Consider the following MAS with decoupled agent dynamics4:

xi(t+ 1) = Aixi(t) +Biui(t), i = 1, ..., N (35)

where xi ∈ Rn, ui ∈ Rm, Ai and Bi are assumed to be unknown. The entire system dynamics becomes

x(t+ 1) = Ax(t) + Bu(t). (36)

By considering random agents’ initial states, we study the following LQR problem:

min
K

J(K) = E

[ ∞∑

t=0

γtx>(t)(Q+K>RK)x(t)

]

s.t. x(t+ 1) = (A− BK)x(t), x(0) ∼ D,
(37)

here 0 < γ ≤ 1, D is a distribution such that x(0) is bounded and has a positive definite second moment Σx = E[x(0)x>(0)],
Q = G � Q̃ with G ∈ RN×N � 0, Q̃ ∈ RnN×nN � 0, and the symbol � denoting the Khatri-Rao product, and R =
diag{R1, ..., RN} � 0. Note that while we assume that the agents’ dynamics are unknown, the matrices Q and R are
considered known. This is reasonable because in reality Q and R are usually artificially designed. It has been shown in [6] that
when 0 < γ < 1, the formulation (37) is equivalent to the LQR problem with fixed agents’ initial states and additive noises
in dynamics, where the noise follows the distribution D. Hence, our results are extendable to LQR with noisy dynamics.

When γ ∈ (0, 1), let y(0) = x(0), and y(t + 1) =
√
γ(A − BK)y(t), then we have y(t) = γt/2x(t). It follows that

J(K) = E[
∑∞
t=0 y

>(t)(Q+K>RK)y(t)]. This implies that J(K) remains the same as that for γ = 1 by replacing A and B
in system dynamics (36) with

√
γA and

√
γB. Hence, we define the following set:

Ks = {K ∈ RmN×nN :
√
γ(A− BK) is Schur Stable}. (38)

Note that any K ∈ Ks always renders J(K) finite because a Schur stabilizing gain always renders J(K) with γ = 1 finite.
Based on [33, Lemma 3.7] and [6, Lemmas 4, 5], we give some properties of J(K) in the following lemma.
Lemma 4: The cost function J(K) in (37) has the following properties:
(i) J(K) is coercive in the sense that J(K)→∞ if K → ∂Ks;
(ii) For any K ∈ Ks, there exist continuous positive parameters λK , ζK , φK and βK such that the cost function J(K) in

(37) is (λK , ζK) locally Lipschitz continuous and has a (φK , βK) locally Lipschitz continuous gradient.
Based on the matrix G, we define the cost graph interpreting inter-agent coupling relationships in the cost function.
Definition 1: (Cost Graph) The cost graph GC = (V, EC) is an undirected graph such that Gij 6= 0 if and only if (i, j) ∈ EC .

The neighbor set of agent i in the cost graph is defined as N i
C = {j ∈ V : (i, j) ∈ EC}.

Distributed control implies that each agent only needs to sense state information of its local neighbors. Next we define
sensing graph interpreting required inter-agent sensing relationships for distributed control.

Definition 2: (Sensing Graph) The sensing graph GS = (V, ES) is a directed graph with each agent having a self-loop. The
neighbor set for each agent i in graph GS is defined as N i

S = {j ∈ V : (j, i) ∈ ES}, where (j, i) ∈ ES implies that agent i has
access to xj .

Notes for the cost graph and the sensing graph.

4Decoupled agent dynamics is common for multi-agent systems, e.g., a group of robots. Our results are extendable to the case of coupled dynamics. In
that case, the coupling relationship in agents’ dynamics has to be taken into account in the design of the local cost function and the learning graph in next
subsection. The details are explained in Remark 4.
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• The cost graph GC is determined by the prespecified cost function, and is always undirected becuase Q is positive
semi-definite.

• We assume GC is connected. Note that if GC is disconnected, then the performance index in (37) can be naturally
decomposed according to those connected components, and the LQR problem can be transformed to smaller sized LQR
problems.

• In real applications, the sensing graph is designed based on the sensing capability of each agent. It is even not necessarily
weakly connected.

• Here the cost graph GC and the sensing graph GS are defined independently. In specific applications, they can be either
related to or independent of each other.

Let X(i, j) ∈ Rm×n be a submatrix of X ∈ RmN×nN consisting of elements of X on (i− 1)m+ 1-th to im-th rows and
(j − 1)n+ 1-th to jn-th columns. The space of distributed controllers is then defined as

Kd = {X ∈ RmN×nN : X(i, j) = 0m×n if j /∈ N i
S , i, j ∈ V}. (39)

We make the following assumption to guarantee that the distributed LQR problem is solvable.
Assumption 4: Kd ∩Ks 6= ∅.
We aim to design a distributed RL algorithm for agents to learn a sub-optimal distributed controller K∗ ∈ Kd such that

during the learning process, each agent only requires information from partial agents (according to the sensing graph), and
takes actions based on the obtained information.

B. Local Cost Function and Learning Graph Design

We have verified Assumption 1 in Lemma 4. To apply Algorithm 2, it suffices to find local cost functions such that
Assumption 2 holds. In this subsection, we propose an approach to design of such local cost functions.

Note that the cost function can be written as a function of K:

J(K) = E

[ ∞∑

t=0

γtx>(t)(Q+K>RK)x(t)

]

= E

[ ∞∑

t=0

γtx>(0)(A− BK)t>(Q+K>RK)(A− BK)tx(0)

]
.

(40)

Let K = [K>1 , ...,K
>
N ]> ∈ RmN×nN . Then Ki ∈ Rm×nN is the local gain matrix to be designed for agent i. Based on the

definition of Kd in (39), the distributed controller for each agent i has the form:

ui = −Kix = −K̃ixN iS , (41)

where K̃i ∈ Rm×ni with ni = |N i
S |n. We now view the control gain Ki for each agent i as the optimization variable.

According to Assumption 2, we need to find a local cost Ji(K) for each agent i such that its gradient is the same as the
gradient of the global cost w.r.t. Ki. That is, ∇KiJi(K) = ∇KiJ(K).

To design the local cost Ji for each agent i, we define the following set including all the agents whose control inputs and
states will be affected by agent i during the implementation of the distributed controller:

ViS = {j ∈ V : A path from i to j exists in GS}. (42)

Since different agents are coupled in the cost function, when extracting the local cost function involving an agent j ∈ ViS from
the entire cost function, all of its neighbors in the cost graph (i.e., N j

C) should be taken into account. Based on the set ViS for
each agent i, we formulate the following feasibility problem for each agent i ∈ V:

find Mi ∈ RN×N

s.t. Mi[j, k] = Gjk, for all k ∈ N j
C , j ∈ ViS ,

Mi[j, k] = 0, k ∈ V \ ∪j∈ViSN
j
C ,

(43)

where Mi[j, k] is the element of matrix Mi on the j-th row and k-th column.
The solution Mi to (43) must satisfy

∂(x>(Mi � Q̃)x)

∂xj
=
∂(x>(G� Q̃)x)

∂xj
for all j ∈ ViS . (44)

Moreover, we observe that the solution Mi ∈ RN×N is actually the matrix with the same principal submatrix associated
with ∪j∈ViSN

j
C as G, and all the other elements of Mi are zeros. Then Mi � 0 because all the principal minors of Mi are

nonnegative.
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Fig. 3. With the same cost graph, three different sensing graphs result in three different learning graphs. Each node in each graph has a self-loop, which is
omitted in this figure.

Now, based on the cost graph GC and the sensing graph GS , we give the definition for the communication graph required
in distributed learning.

Definition 3: (Learning Graph) The learning-required communication graph GL = (V, EL) is a directed graph with the
edge set EL defined as

EL = {(k, i) ∈ V × V : k ∈ ∪j∈ViSN
j
C , i ∈ V}. (45)

The neighbor set for each agent i in graph GL is defined as N i
L = {k ∈ V : (k, i) ∈ EL}, where (k, i) ∈ EL implies that there

is an oriented link from k to i.
To better understand the three different graphs, we summarize their definitions in Fig. 2, and show three examples demon-

strating the relationships between GS , GC and GL in Fig. 3.
Remark 3: There are two points we would like to note for the learning graph. First, since we consider that all the agents

have self-loops, by Definition 3, each edge of graph GC must be an edge of GL. Second, when GS is strongly connected, GL
is a complete graph because in this case ViS = V for all i ∈ G. As a result, if we regard each node in a sensing graph in Fig.
3 as a strongly connected component, then the resulting learning graph GL still has the same structure as it is shown in Fig.
3, where each node denotes a fully connected component, and the edge from node a to another node b denotes edges from all
agents in component a to all agents in component b.

Remark 4: When the multi-agent system has coupled dynamics, there will be another graph GD = (V, ED) describing the
inter-agent coupling in dynamics. We assume that GD is known, which is reasonable in many model-free scenarios because
we only need to have the coupling relationship between different agents. In this scenario, to construct the learning graph, the
sensing graph used in defining (45) should be replaced by a new graph GSD = (V, ESD) with ESD = ED∪ES , where ES is the
edge set of the graph GS describing the desired structure of the distributed control gain. If ED ⊆ ES , then the learning graph
is the same for the multi-agent networks with coupled and decoupled dynamics. The learning graph describes the required
information flow between the agents. However, the learning process may be distributed by consensus-based estimation to avoid
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having a dense communication graph. Another way to reduce communication is to redesign the local cost of each agent by
ignoring agents that are far away from it in GD. In [45], it has been shown that ignoring those agents beyond the κ-hop
neighborhood of each agent would lead to biases on the order of γκ+1 in convergence.

Let {Mi}Ni=1 be solutions to (43) for i = 1, ..., N . Also let Q̂i = Mi � Q̃ and R̂i =
∑
j∈N iL(e>j ⊗ Im)Rj(ej ⊗ Im). By

collecting the parts of the entire cost function involving agents in N i
L, we define the local cost Ji as

Ji(K) = E

[ ∞∑

t=0

γt(x>Q̂ix+ x>K>R̂iKx)

]

= E

[ ∞∑

t=0

γt(x>N iL
Q̄ixN iL + u>N iL

R̄iuN iL)

]
,

(46)

where Q̄i is the maximum nonzero principal submatrix of Mi � Q̃ and R̄i = diag{Rj}j∈N iL .
Remark 5: Each agent i computes its local cost Ji(xN iL , uN iL) based on xj and u>j Rjuj , j ∈ N i

L. In practical application,
agent i may compute a finite horizon cost value to approximate the infinite horizon cost. The state information xj is sensed
from its neighbors in the learning graph, and u>j Rjuj is obtained from its neighbors via communications. Note that uN iL may
involve state information of agents in V \N i

L. However, it is not necessary for agent i to have such state information. Instead,
it obtains u>j Rjuj by communicating with agent j ∈ N i

L \ {i}.
Next we verify the validity of Assumption 2. Let Hi(K,x(0)) =

∑∞
t=0 γ

tx>(t)(Q̂i + K>R̂K)x(t). The next proposition
shows that the local cost functions we constructed satisfy Assumption 2.

Proposition 1: The local cost Ji(K) constructed in (46) has the following properties.
(i). There exists a scalar clqr > 0 such that Hi(K,x(0)) ≤ clqrJi(K) for any K ∈ Ks and x(0) ∼ D.
(ii). ∇KiJi(K) = ∇KiJ(K) for any K ∈ Ks.

C. Distributed RL Algorithms for Multi-Agent LQR

Due to Proposition 1, we are able to apply Algorithms 2 to the distributed multi-agent LQR problem. Let Ki = vec(K̃i) ∈
Rqi , where K̃i is defined in (41), qi = mni = mn|N i

S |, i = 1, ..., N . From the degree sum formula, we know
N∑

i=1

qi = mn

N∑

i=1

|N i
S | = 2mn|ES | , q.

Define K = (K>1 , ...,K
>
N )> ∈ Rq . There must uniquely exist a control gain matrix K ∈ RmN×nN corresponding to K. Let

MK(·) : Rq → Kd be the mapping transforming K to a distributed stabilizing gain.
To apply Algorithm 2 to the multi-agent LQR problem, we need to implement Algorithm 1 based on the learning graph GL

to achieve a clustering {Vj , j = 1, ..., s}. Then the asynchronous RL algorithm for problem (37) is given in Algorithm 3. Note
that the algorithm requires a stabilizing distributed control gain as the initial policy. One way to achieve this is making each
agent learn a policy stabilizing itself, which has been studied in [46].

For the convenience of the readers to understand Algorithm 3, we present Table I to show the exact correspondence between
the stochastic optimization (SO) problem in Section III and the LQR problem in this section. In Table I, H(K,x(0)) =∑∞
t=0 γ

tx>(t)(Q+K>RK)x(t). From Table I and the distributed learning diagram in Fig. 1, we observe that the distributed
learning nature of Algorithm 3 is reflected by the learning graph GL. Specifically, each agent learns its policy based on its
own estimated cost value and information from its neighbors in graph GL.

TABLE I
THE CORRESPONDENCE BETWEEN THE SO PROBLEM AND THE LQR PROBLEM.

Problem Variables
SO x ξ h(x, ξ) f(x) T G

LQR K x(0) H(K,x(0)) J(K) TK GL

D. Convergence Analysis

In this subsection, we show the convergence result of Algorithm 3. Throughout this subsection, we adopt Ji(K) in (46) as the
local cost function for agent i. Let QKi = Q̂i+K>R̂iK, JTJi (K) = E[

∑TJ−1
t=0 x>(t)QKi x(t)], G = (G>1 , ...,G

>
N )>, Gi(k) =

qi
ri
Ji(k)Di(k), GTJ = ((GTJ

1 )>, ..., (GTJ
N )>)>, where Gi and GTJ

i are the ideal and the actual estimates, respectively, of the
gradient of the local cost function for agent i.

The essential difference between Algorithm 2 and Algorithm 3 is that the computation of the cost function in an LQR
problem is inaccurate because (47) only provides a finite horizon cost, whereas the cost in (46) without expectation is with
infinite horizon. This means that we need to take into account the estimation error of each local cost.
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Algorithm 3 Asynchronous Distributed Learning for Multi-Agent LQR
Input: Step-size η, smoothing radius ri and variable dimension qi, i = 1, ..., N , clusters Vj , j = 1, ..., s, iteration numbers TK and
TJ for controller variable and the cost, respectively, update sequence zk and extrapolation weight wk

i , k = 0, ..., TK − 1, K0 such that
MK(K0) ∈ Ks.
Output: K∗.

1. for k = 0, 1, ..., TK − 1 do
2. Sample x0 ∼ D. Set x(0) = x0.
3. for i ∈ V do
4. if i ∈ Vzk do (Simultaneous Implementation)
5. Agent i samples Di(k) ∈ Rqi randomly from Sqi−1, and computes K̂k

i = Kk
i + wk

i (Kk
i −K

kprev
i ).

6. Agent i implements its controller

ui(t, k) = −vec−1(K̂k
i + riDi(k))xN i

S
(t),

while each agent j ∈ V \ Vzk implements uj(t, k) = −vec−1(Kk
j )xN j

S
(t)for t = 0, ..., TJ − 1, and observes

Hi,TJ (Ki,k, x(0)) =

TJ−1∑
t=0

γt
[
x>N i

L
(t)Q̄ixN i

L
(t) + u>N i

L
(t, k)R̄iuN i

L
(t, k)

]
. (47)

7. Agent i computes the estimated gradient:

GTJ
i (k) =

qi
ri
Hi,TJ (Ki,k, x(0))Di(k),

then updates its policy:
Kk+1

i = K̂k
i − ηGTJ

i (k). (48)

8. else
Kk+1

i = Kk
i . (49)

9. end
10. end
11. end
12. Set K∗ = Kk+1.

Let Hi(K,x(0)) =
∑∞
t=0 γ

t(x>N iL
Q̄ixN iL +u>N iL

R̄iuN iL), whose expectation is Ji(K) in (46). Then Hi corresponds to hi in
Algorithm 2. Therefore, the ideal and actual gradient estimates for agent i at step k are Gi(k) = qi

ri
Hi(K

i,k, x(0))Di(k), and
GTJ
i (k) = qi

ri
Hi,TJ (Ki,k, x(0))Di(k), respectively, where Ki,k =MK(Ki,k), Ki,k = (Kk>

1 , ..., (K̂k
i +riDi(k))>, ...,Kk>

N )>.
Note that for any K ∈ Rq , it holds that ‖K‖ = ‖MK(K)‖F .

We study the convergence by focusing on K ∈ Kα, where Kα is defined as

Kα = {K ∈ Kd : J(K) ≤ αJ(K0), Ji(K) ≤ αiJi(K0)} ⊆ Ks, (50)

where α, αi > 1, K0 ∈ Kd ∩Ks is the given initial stabilizing control gain. Then Kα is compact due to coerciveness of J(K)
(as shown in Lemma 4).

Due to the continuity of φK , λK , βK and ζK , and the compactness of Kα, we define the following parameters for K ∈ Kα:

φ0 = sup
K∈Kα

φK , λ0 = sup
K∈Kα

λK , ρ0 = inf
K∈Kα

{βK , ζK}, κ0 = sup
K∈Kα

‖√γ(A− BKi,k)‖, (51)

where κ0 ∈ (0, 1).
The following lemma evaluates the gradient estimation in the LQR problem.
Lemma 5: Given ε′ > 0 and Kk ∈ Kα, if ri ≤ ρ0

2 , wki ≤ ρ0

2‖Kk
i −K

kprev
i ‖F

and

TJ ≥ max
i∈V

1

2(1− κ0)
log

(
αiJi(K

0)λmax(x(0)x>(0))

λmin(Σx)ε′

)
, (52)

then
Hi(K

i,k, x(0))−Hi,TJ (Ki,k, x(0)) ≤ ε′, i ∈ V, (53)

‖E[GTJ
i (k)]−∇KiJ(Ki,k)‖ ≤ qiε

′

ri
+ φ0ri, (54)

‖GTJi (k)‖ ≤ qi
ri

[
clqr(αiJi(K

0) + λ0ρ0) + ε′
]
, (55)

where Ji,TJ is in (47).
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Let J0(K0) = maxi∈V αiJi(K0). Based on Lemma 5 and Theorem 1, we have the following convergence result for
Algorithm 3.

Theorem 2: Under Assumption 4, given positive scalars ε, ν, γ, and α ≥ 2 + γ + 1
ν + νγ, K0 ∈ Ks ∩Kd. Let {Kk}TK−1

k=0

be the sequence of states obtained by implementing Algorithm 3 for k = 0, ..., TK − 1. Suppose that TJ satisfies (52) for each
k (TJ can be different for different steps), and

TK = d2ανJ(K0)

ηε
e, η ≤ min{ ρ0

2δ
√
N0

,
2αJ(K0)

γε
,

γε

2αN0(φ0δ2
2 + 4φ2

0 + φ0 + 4)
}, ε′ ≤ r−

4q+

√
γε

αN0
,

wki ≤
1

‖Kk
i −K

kprev
i ‖

min{η3/2,
ρ0

2
√
Ni
}, ri ≤ min{ρ0

2
,

1

4φ0

√
γε

αN0
}, i ∈ V,

(56)

where δ = q+
r−

[
clqr(αiJ0(K0) + λ0ρ0) + ε′

]
.

(i). The following holds with a probability at least 1− 1
α (2 + γ + 1

ν + νγ):

1

TK

TK−1∑

k=0

∑

i∈Vzk

‖∇KiJ(Kk)‖2 < ε. (57)

(ii). Under Assumption 3, suppose that there exists some ε̄ ∈ (0, ρ0] such that

wki ≤
ε̄

2(T0 − 1)Ni‖Kk
i −K

kprev
i ‖

, η ≤ ε̄

2δ(T0 − 1)N0
, (58)

for any step k ∈ {0, ..., TK − 1}, and conditions in (56) are satisfied, then the following holds with a probability at least
1− 1

α (2 + γ + 1
ν + νγ):

1

TK

TK−1∑

k=0

‖∇KJ(Kk)‖2 < ε̂. (59)

where ε̂ = 2T0(ε+ φ2
0ε̄

2).
From Theorem 2 (ii), the sample complexity for convergence of Algorithm 3 is TKTJ = O(q2

+N
2
0 log(q+/ε̂)/ε̂

3), which is
higher than that of Algorithm 2 because of the error on the local cost function evaluation in the LQR problem. The sample
complexity here has a lower order on convergence accuracy than that in [18]. Compared with [18], our algorithm has two
more advantages: (i) the sample complexity in [18] is affected by the convergence rate of the consensus algorithm, the number
of agents, and the dimension of the entire state variable, while the sample complexity of our algorithm depends on the local
optimization problem for each agent (the number of agents in one cluster and the dimension of the variable for one agent),
therefore rendering high scalability of our algorithm to large-scale networks; (ii) the algorithm in [18] requires each agent to
estimate the global cost during each iteration, while our algorithm is based on local cost evaluation, which benefits for variance
reduction and privacy preservation.

V. SIMULATION EXPERIMENTS

A. Optimal Tracking of Multi-Robot Formation

In this section, we apply Algorithm 3 to a multi-agent formation control problem. Consider a group of N = 10 robots
modeled by the following double integrator dynamics:

ri(t+ 1) = ri(t) + vi(t),

vi(t+ 1) = vi(t) + Ciui(t), i = 1, ..., 10,
(60)

where ri, vi, ui ∈ R2 are position, velocity, and control input of agent i, respectively, Ci ∈ R2×2 is a coupling matrix in the
dynamics of agent i. Let xi = (r>i , v

>
i )>, Ai = ( I2 I2

02×2 I2
), Bi = (02×2, C

>
i )>, the dynamics (60) can be rewritten as

xi(t+ 1) = Aixi(t) +Biui(t). (61)

The control objective is to make the robots learn their own optimal controllers for the whole group to form a circular formation,
track a moving target, maintain the formation as close as possible to the circular formation during the tracking process, and
cost the minimum control energy. The target has the following dynamics:

r0(t+ 1) = r0(t) + v0, (62)

where the velocity v0 ∈ R2 is fixed. Let x0 = (r>0 , v
>
0 )> be the state vector of the target, and di(t) = x0(t)+(cos θi, sin θi, 0, 0)>

with θi = 2πi
N be the desired time-varying state of robot i. Suppose that the initial state xi of each robot i is a random variable
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Fig. 4. The sensing graph GS , cost graph GC and the resulting learning graph GL for the formation control problem.

with mean di, which implies that each agent is randomly perturbed from its desired state. Then the objective function to be
minimized can be written as

J = E(x(0)−d)∼D



∞∑

t=0


 ∑

(i,j)∈EC
‖xi(t)− xj(t)− (di − dj)‖2 +

∑

i∈Vr
‖xi − di‖2 +

N∑

i=1

‖ui(t)‖2



 , (63)

where Vr is the leader set consisting of robots that do not sense information from others but only chase for its target trajectory.
In the literature of formation control, usually the sensing graph via which each robot senses its neighbors’ state information
is required to have a spanning tree. Here we assume that the sensing graph has a spanning forest from the leader set VL.
Different from a pure formation control problem, the main goal of the LQR formulation is to optimize the transient relative
positions between different robots and minimize the required control effort of each agent. Fig. 4 shows the sensing graph, the
cost graph and the resulting learning graph for the formation control problem. The leader set is {1, 3, 5, 7, 9}.

Define the new state variable yi = xi − di for each robot i. Using the property Aidi(t) = di(t+ 1), we obtain dynamics of
yi as yi(t+ 1) = Aiyi(t) +Biui(t). The objective becomes

min
u
J = Ey(0)∼D

[ ∞∑

t=0

γt(y>(t)(L+ Λ)y(t) + u>(t)u(t))

]
, (64)

where y = (y>1 , ..., y
>
N )>, L is the Laplacian matrix corresponding to the cost graph, Λ is a diagonal matrix with Λii = 1 if

i ∈ Vr and Λii = 0 otherwise.
Let Ci = i

i+1I2, the initial stabilizing gain is given by K(0) = M−1
K (K0), where K0 = IN ⊗ K̃ and K̃ = (I2, 1.5I2),

which is stabilizing for each robot. By implementing Algorithm 1 based on the learning graph in Fig. 4 (c), the following
clustering is obtained :

V1 = {1, 4, 6, 8},V2 = {2, 5, 9},V3 = {3, 7, 10}, (65)

which means that there are three clusters update asynchronously, while agents in each cluster update their variable states via
independent local cost evaluations at one step. It will be shown that compared with the traditional BCD algorithm where only
one block coordinate is updated at one step, our algorithm is more efficient.

B. Simulation Results

We compare our algorithm with the centralized one-point ZOO algorithm in [5], where K is updated by taking an average
of multiple repeated global cost evaluations. Fig. 5 shows the simulation results, where the performance is evaluated with
given initial states of all the robots. When implementing the algorithms, each component of the initial states are randomly
generated from a truncated normal distribution N (0, 1). Moreover, we set η = 10−6, r = 1, TK = 1000, TJ = 50 for
both Algorithm 3 and the centralized algorithm. In Fig. 5, we show the performance trajectory of the controller generated
by different algorithms. When s = 10, Algorithm 3 is a BCD algorithm without clustering, i.e., each cluster only contains
one robot, while s = 3 corresponds to the clustering strategy in (65). The extrapolation weight wki for each agent i at each
step k is uniformly set. So wki = 0 implies that Algorithm 3 is not accelerated. To compare the variance of the controller
performance for different algorithms, we conduct gradient estimation for 50 times in each iteration, and plot the range of
performance induced by all the estimated gradients, as shown in the shaded areas of Fig. 5 (a). Each solid trajectory in Fig.
5 corresponds to a controller updated by using an average of the estimated gradients for the algorithm. Fig. 5 (b) shows the
trajectories of agents by implementing the convergent controller generated by Algorithm 3 with s = 3, and wki = 0.5, i ∈ V ,
k = 0, ..., TK − 1. From the simulation results, we have the following observations:
• Algorithm 3 always converges faster and has a lower performance variance than the centralized zeroth-order algorithm.
• Algorithm 3 with the cluster-wise update scheme converges faster than it with the agent-wise update scheme. This is

because the number of clusters dominates the sample complexity, as we analyzed below Theorem 2.
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Fig. 5. (a) The group performance evolution of a 10-agent formation under the centralized ZOO algorithm, Algorithm 3 without clustering and acceleration,
without clustering but with acceleration, with clustering but without acceleration, and with both clustering and acceleration. The shaded areas denote the
performance corresponding to the controllers obtained by perturbing the current control gain with 50 random samplings. (b) The trajectories of robots under
the controller learned by Algorithm 3 with s = 3, wk

i = 0.5. (c) The performance evolution of a 100-agent formation under Algorithm 3 with different
parameters.

• Appropriate extrapolation weights not only accelerate Algorithm 3, but also decrease the performance variance.
Note that the performance of the optimal centralized controller is 345.271. The reason why Algorithm 3 converges to a

controller with a cost value larger than the optimal one in Fig. 5 (a) is that the distributed LQR problem has a structure
constraint for the control gain, which results in a feasible set Ks∩Kd, whereas the feasible set of the centralized LQR problem
is Ks.

Scalability to Large-Scale Networks. Even if we further increase the number of robots, the local cost of each robot always
involves only 5 robots as long as the structures of the sensing and cost graphs are maintained. That is, the magnitude of each
local cost does not change as the network scale grows. On the contrary, for global cost evaluation, the problem size severely
influences the estimation variance. The difference of variances between these two methods has been analyzed in Subsection
III-E. To show the advantage of our algorithm, we further deal with a case with 100 robots, where the cost, sensing and learning
graphs have the same structure as the 10-robot case, and implementing Algorithm 1 still results in 3 clusters. Simulation results
show that the centralized algorithm failed to solve the problem. The performance trajectories of Algorithm 3 with different
settings are shown in Fig. 5 (c), from which we observe that Algorithm 3 has an excellent performance, and both clustering
and extrapolation are efficient in improving the convergence rate. Note that the performance of the centralized optimal control
gain for the 100-agent case is 4119.87.

VI. CONCLUSION

We have proposed a novel distributed RL (zeroth-order accelerated BCD) algorithm with asynchronous sample and update
schemes. The algorithm was applied to distributed learning of the model-free distributed LQR by designing the specific local
cost functions and the interaction graph required by learning. A simulation example of formation control has shown that our
algorithm has significantly lower variance and faster convergence rate compared with the centralized ZOO algorithm. In the
future, we will look into how to reduce the sample complexity of the proposed distributed ZOO algorithm.

VII. APPENDIX

A. Analysis for the Asynchronous RL Algorithm
Proof of Lemma 1: It suffices to show that

Euli∈Sn−1
[fi(xi + riu

l
i, x−i)u

l
i] =

ri
qi
∇xi f̂i(x), (66)

for i = 1, ..., N . This has been proved in [3, Lemma 1]. �
Proof of Lemma 2: Denote vi = (0, ..., 0, v>i , 0, ..., 0)> ∈ Rq with vi ∈ Rqi . The following holds:

‖∇xi f̂i(x)−∇xif(x)‖
= ‖∇xiEvi∈Bqi [fi(xi + rivi, x−i)]−∇xif(x)‖
= ‖Evi∈Bqi [∇xifi(xi + rivi, x−i)−∇xif(x)] ‖
≤ Evi∈Bqi‖∇xifi(xi + rivi, x−i)−∇xif(x)‖
= Evi∈Bq‖∇xif(x+ riv

i)−∇xif(x)‖
≤ Evi∈Bq‖∇xf(x+ riv

i)−∇xf(x)‖
≤ φxri,

(67)
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where the second equality follows from the smoothness of fi(x), and the first inequality used Jensen’s inequality. �
Before proving Theorem 1, we show that once xk is restricted in X, we are able to give a uniform bound on the estimated

gradient gi(x̂i, xk−i, u, ξ) at each step, see the following lemma.
Lemma 6: If ri ≤ ρ0/2 and wki ≤ ρ0

2‖xki−x
prev
i ‖ , then for any xk ∈ X, the estimated gradient satisfies

‖gi(x̂ki , xk−i, ui, ξ)‖ ≤
qi
ri
c
[
αifi(x

0) + λ0ρ0

]
. (68)

Proof: Using the definition of gi(x, ui, ξ) in (16), we have

‖gi(x̂ki , xk−i, ui, ξ)‖ =
qi
ri
hi(x̂

k
i + riui, x

k
−i, ξ)

≤ qi
ri
cfi(x̂

k
i + riui, x

k
−i)

≤ qi
ri
c
[
fi(x

k) + λ0ρ0

]

≤ qi
ri
c
[
αifi(x

0) + λ0ρ0

]
,

(69)

where the first inequality used Assumption 2, the second inequality used the local Lipschitz continuity of f(x) over X because

‖x̂ki + riui − xki ‖ ≤ ‖x̂ki − xki ‖+ ri = wki ‖xki − x
kprev
i ‖+ ri ≤ ρ0, (70)

and the last inequality holds because xk ∈ X. �
Proof of Theorem 1: To facilitate the proof, we give some notations first. Let Kki = {j : i ∈ Vzj , j ≤ k} be the set of

iterations that xi is updated before step k, dki = |Kki | be the number of times that xi has been updated until step k. Let x̃ji be
the value of xi after it is updated j times, then xki = x̃

dki
i . We use gi(x̂ki , x

k
−i) as the shorthand of gi(x̂ki , x

k
−i, u, ξ). Let Fk

denote the σ-field containing all the randomness in the first k iterations. Moreover, we use the shorthand Ek[·] = E[·|Fk].
(i). Suppose xk ∈ X. Since f(x) has a (φ0, ρ0) Lipschitz continuous gradient at xk, and

‖xk+1 − xk‖2 =
∑

i∈Vzk

‖xk+1
i − xki ‖2

≤
∑

i∈Vzk

[
wki (xki − x

kprev
i ) + η‖gi(x̂ki , xk−i)‖

]2

≤ Ni(
ρ0

2
√
Ni

+
ρ0

2
√
N0

)2 ≤ ρ2
0,

(71)

it holds that

f(xk+1)− f(xk) ≤
∑

i∈Vzk

[
〈∇xif(xk), xk+1

i − xki 〉+
φ0

2
‖xk+1

i − xki ‖2
]

≤
∑

i∈Vzk

[
〈∇xifi(xk), wki (xki − x

kprev
i )− ηgi(x̂ki )〉+

φ0

2
η2‖gi(x̂ki , xk−i)‖2 +

φ0

2
(wki )2‖xki − x

kprev
i ‖2

]

=
∑

i∈Vzk

[
−η‖∇xifi(xk)‖2 +

φ0

2
η2‖gi(x̂ki , xk−i)‖2 + η∆k

i + Θk
i

]
,

(72)

where ∆k
i = ‖∇xifi(xk)‖2 − 〈∇xifi(xk), gi(x̂

k
i , x

k
−i)〉, Θk

i = 〈∇xif(xk), wki (xki − x
kprev
i )〉+ φ0

2 (wki )2‖xki − x
kprev
i ‖2.

Define the first iteration step at which x escapes from X below:

τ = min{k : x(k) /∈ X}. (73)

Next we analyze Ek
[
(f(xk)− f(xk+1))1τ>k

]
. Under the condition τ > k, both ‖∇xifi(x̂ki , xk−i) − Ek[gi(x̂

k
i , x

k
−i)]‖ and

‖gi(x̂ki , xk−i)‖ are uniformly bounded. For notation simplicity in the rest of the proof, according to Lemma 2 and Lemma 6, we
adopt θ = φ0 maxi∈V ri as the uniform upper bound of ‖∇xifi(x̂ki , xk−i)− Ek[gi(x̂

k
i , x

k
−i)]‖, and δ = q+

r−
c
[
αf0(x0) + λ0ρ0

]

as the uniform upper bound of ‖gi(x̂ki , xk−i)‖.
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According to Assumption 2, ∇xifi(x) is (φ0, ρ0) locally Lipschitz continuous. Then we are able to bound Ek[∆k
i ] if τ > k:

Ek[∆k
i ] = 〈∇xifi(xk),∇xifi(xk)−∇xifi(x̂ki , xk−i)〉+ 〈∇xifi(xk),∇xifi(x̂ki , xk−i)− Ek[gi(x̂

k
i , x

k
−i)]〉

≤ ‖∇xifi(xk)‖φ0‖xki − x̂ki ‖+ θ‖∇xifi(xk)‖
= wki φ0‖∇xifi(xk)‖‖x̃d

k
i
i − x̃

dki−1
i ‖+ θ‖∇xifi(xk)‖

≤ 1

8
‖∇xifi(xk)‖2 + 2(wki )2φ2

0‖x̃
dki
i − x̃

dki−1
i ‖2 + θ‖∇xifi(xk)‖

≤ 3

8
‖∇xifi(xk)‖2 + 2φ2

0η
3 + θ2,

(74)

where the first inequality used ‖xki − x̂ki ‖ = ‖wki (xki − x
kprev
i )‖ ≤ ρ0, and the Lipschitz continuity of ∇xif(xki , x

k
−i), the

second equality used (13), the second and the last inequalities used Young’s inequality, and wki ≤ η3/2/‖xki − x
kprev
i ‖.

Similarly, we bound Ek[Θk
i ] for τ > k as follows.

Ek[Θk
i ] ≤ 1

8
η‖∇xifi(xk)‖2 + 2η2 +

φ0

2
η3, (75)

where we used wki ≤ η3/2

‖xki−x
kprev
i ‖

.
Combining the inequalities (72), (74) and (75), we have

Ek[(f(xk+1)− f(xk))1τ>k] ≤ −1

2

∑

i∈Vzk

ηEk
[
‖∇xif(xk)‖21τ>k

]
+
ηZ

2
, (76)

where Z = N0(φ0δ
2η + 4φ2

0η
3 + 2θ2 + 4η + φ0η

2).
Note that

Ek
[
f(xk+1)1τ>k+1

]
≤ Ek

[
f(xk+1)1τ>k

]
= Ek

[
f(xk+1)

]
1τ>k, (77)

where the equality holds because all the randomness before the (k + 1)th iteration has been considered in Ek[·]. Then 1τ>k
is determined. It follows that

Ek
[
(f(xk)− f(xk+1))1τ>k

]
≤ Ek

[
f(xk)1τ>k − f(xk+1)1τ>k+1

]
. (78)

Summing (76) over k from 0 to T − 1 and utilizing (78) yields

Ek[f(x>)1τ>T ]− f(x0) ≤ −1

2

T−1∑

k=0

∑

i∈Vzk

ηEk
[
‖∇xif(xk)‖2

]
+ TηZ/2. (79)

It follows that
1

T

T−1∑

k=0

∑

i∈Vzk

Ek[‖∇xif(xk)‖2] ≤ 2

ηT
f(x0) + Z. (80)

Now we analyze the probability P(τ < T ). Define the process

Y (k) = f(xmin{k,τ}) +
η

2
(T − k)Z, k = 0, ..., T − 1, (81)

which is non-negative and almost surely bounded under the given conditions. Next we show Y (k) is a supermartingale by
discussing the following two cases:

Case 1, τ > k.

Ek[Y (k + 1)] = Ek[f(xk+1)] +
η

2
(T − k − 1)Z

= f(xk)+Ek[f(xk+1)− f(xk)] +
η

2
(T − k − 1)Z

≤ f(xk)+
η

2
(T − k)Z = Y (k),

(82)

where the inequality used (76).
Case 2, τ ≤ k.

Ek[Y (k + 1)] = f(xτ ) +
η

2
(T − k − 1)Z ≤ f(xτ ) +

η

2
(T − k)Z = Y (k). (83)
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Therefore, Y (k) is a super-martingale. Invoking Doob’s maximal inequality for super-martingales yields

P(τ < T ) ≤ P( max
k=0,...,T−1

f(xk) > αf(x0))

≤ P( max
k=0,...,T−1

Y (k) > αf(x0))

≤ Ek[Y (0)]

αf(x0)
=
f(x0) + ηTZ/2

αf(x0)
=

2 + νγ

α
.

(84)

where the last equality used η ≤ 2αf(x0)
γε , T ≤ 2αf(x0)

εη ν + 1, and Z ≤ γε/α. The upper bound for Z is obtained by noting
that our conditions on ri and η cause that 2θ2 ≤ γε

2αN0
and φ0δ

2η + 4φ2
0η

3 + 4η + φ0η
2 ≤ (φ0δ

2
2 + 4φ2

0 + 4 + φ0)η ≤ γε
2αN0

(we consider η ≤ 1 by default).
It follows that

P(
1

T

T−1∑

k=0

∑

i∈Vzk

‖∇xif(xk)‖2 ≥ ε) ≤ P(
1

T

T−1∑

k=0

∑

i∈Vzk

‖∇xif(xk)‖21τ≥T ≥ ε) + P(τ < T )

≤ 1

ε
Ek

 1

T

T−1∑

k=0

∑

i∈Vzk

‖∇xif(xk)‖21τ≥T


+ P(τ < T )

≤ 1

α
(γ +

1

ν
) +

2 + νγ

α
=

1

α
(2 + γ +

1

ν
+ νγ),

(85)

where the last inequality used (80), T ≥ 2ανf(x0)
ηε and Z ≤ γε/α.

(ii). Without loss of generality, suppose that T is divisible by T0 (if not, the convergence accuracy ε can be re-selected from
its small neighborhood such that T = d 2ανf(x0)

ηε e is divisible by T0.). Let M = T
T0

. For any K ∈ {0, ...,M − 1}, distinct steps
k, k′ ∈ [KT0,KT0 + T0 − 1] and xk, xk

′ ∈ X, we have

‖xk − xk′‖ ≤
KT0+T0−2∑

l=KT0

‖xl − xl+1‖

≤
KT0+T0−2∑

l=KT0

∑

i∈Vzl

(
wli‖xli − x

lprev
i ‖+ η‖gi(x̂li, xl−i)‖

)

≤
KT0+T0−2∑

l=KT0

∑

i∈Vzl

(
ε̄

2(T0 − 1)Ni
+

ε̄

2(T0 − 1)N0

)
≤ ε̄ ≤ ρ0,

(86)

where the third inequality utilized (28), and |Vzl | = Ni ≤ N0. Then the smoothness of f(x) at xk implies that

‖∇xf(xk)−∇xf(xk
′
)‖ ≤ φ0ε̄. (87)

It follows that

1

T0
‖∇xf(xk

′
)‖2 =

1

T0

s∑

j=1

∑

i∈Vj
‖∇xif(xk

′
)‖2

≤ 1

T0

(K+1)T0−1∑

k=KT0

∑

i∈Vzk

‖∇xif(xk
′
)‖2

≤ 1

T0

(K+1)T0−1∑

k=KT0

∑

i∈Vzk

(
2‖∇xif(xk)‖2 + 2‖∇xif(xk)−∇xif(xk

′
)‖2
)

≤ 1

T0

(K+1)T0−1∑

k=KT0

∑

i∈Vzk

2‖∇xif(xk)‖2 + 2φ2
0ε̄

2.

(88)
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Then we have

1

T

T−1∑

k=0

‖∇xf(xk)‖2 =
T0

T

M−1∑

K=0

(K+1)T0−1∑

k′=KT0

1

T0
‖∇xf(xk

′
)‖2

≤ T0

T

M−1∑

K=0




(K+1)T0−1∑

k=KT0

∑

i∈Vzk

2‖∇xif(xk)‖2 + 2T0φ
2
0ε̄

2




=
T0

T



MT0−1∑

k=0

∑

i∈Vzk

2‖∇xif(xk)‖2 + 2MT0φ
2
0ε̄

2


 ,

(89)

where the second inequality used (88).
Reusing (85), the following holds with probability 1− 1

α (2 + γ + 1
ν + νγ):

1

T

T−1∑

k=0

‖∇xf(xk)‖2 < 2T0(ε+ φ2
0ε̄

2). (90)

This completes the proof. �
Proof of Lemma 3: For notation simplicity, when the expectation is taken over all the random variables in a formula, we

use E as the shorthand. Moreover, we use ∇i to represent ∇xi .
During the derivation, we will use the first-order approximation (assuming a sufficiently small r), i.e.,

hi(xi + rui, x−i, ξ) = hi(xi, x−i, ξ) +∇ihi(xi, x−i, ξ)rui +O(r2). (91)

For gl, it holds that

E[glg
>
l ] = E[

qi
r
hi(xi + rui, x−i, ξ)uiu

>
i

qi
r
hi(xi + rui, x−i, ξ)]

=
q2
i

r2
E[h2

i (xi + rui, x−i, ξ)uiu
>
i ]

=
q2
i

r2
E
[
(hi(x, ξ) + ru>i ∇ihi(x, ξ) +O(r2))2uiu

>
i

]

=
q2
i

r2
Eξ[h2

i (x, ξ) +O(r2)]Eui [uiu>i ]

=
qi
r2

E[h2
i (x, ξ) +O(r2)]Iqi ,

(92)

where the fourth inequality is obtained by E(uiu
>
i ui) = 0, and the last equality used E[uiu

>
i ] = 1

qi
Iqi since ui ∼ Uni(Sqi−1).

On the other hand,

E[
qi
r
hi(xi + rui, x−i, ξ)ui] =

qi
r
E
[
(hi(x, ξ)ui + ru>∇xihi(x, ξ))ui +O(r2)

]
= E[∇xihi(x, ξ)] +O(r). (93)

As a result, Cov(gl) is in (32).
Similarly,

E[gg] = E[
q

r
h(x+ rz, ξ)zi]

=
q

r
E[h(x, ξ)zi + rz>∇xih(x, ξ)zi +O(r2)]

= qE[ziz
>]E[∇xh(x, ξ)] +O(r) (94)

= [0qi×q1 , · · · , Iqi , · · · ,0qi×qN ]E[∇xh(x, ξ)] +O(r)

= E[∇xih(x, ξ)] +O(r),

where the last equality used E[zz>] = 1
q Iq . Also

E[ggg
>
g ] =

q2

r2
E
[
h(x+ rz, ξ)ziz

>
i h(x+ rz, ξ)

]

=
q2

r2
E
[
(h(x, ξ) + rz>∇xh(x, ξ) +O(r2))2ziz

>
i

]
(95)

=
q

r2
E[h2(x, ξ) +O(r2)]Iqi .

Thus, Cov(gg) is in (33). �
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B. Analysis for Application to Multi-Agent LQR

Proof of Proposition 1: (i). Due to the boundedness of x(0), there must exist clqr > 0 such that for any x(0) ∼ D, it holds
that x(0)x>(0) � clqrE[x(0)x>(0)] = clqrΣx. Let Q∞i,K =

∑∞
t=0 γ

t(A− BK)t>(Q̂i +K>R̂iK)(A− BK)t. It follows that

Hi(K,x(0)) = 〈Q∞i,K , x(0)x>(0)〉 ≤ clqr〈Q∞i,K ,Σx〉 = clqrEx(0)∼D[Hi(K,x(0))] = clqrJi(K). (96)

(ii). Given two control gains
K = (K>1 , ...,K

>
i , ...,K

>
N )>,

K ′ = (K>1 , ...,K
′
i
>
, ...,K>N )>.

Given the initial state x(0), let x(t) and x′(t) be the resulting entire system state trajectories by implementing controllers
u = −Kx and u = −K ′x, respectively. It holds for any j ∈ V that

xj(t+ 1) = Ajxj(t) +BjKjx(t) = Ajxj(t) +BjK̃jxN jS
(t). (97)

Note that for all j ∈ V \ N i
L, it must hold that N j

C ∩ ViS = ∅. From the definition of ViS , we have xj(t) = x′j(t) and
xN jS

(t) = x′N jS
(t) for all j ∈ V \ N i

L. It follows that x>(Q− Q̂i)x = x′>(Q− Q̂i)x′, and for any j ∈ V \ N i
L, we have

x>K>j RjKjx = x>N jS
K̃>j RjK̃jxN jS

= x
′>
N jS
K̃>j RjK̃jx

′
N jS
.

Therefore,

J(K)− J(K ′)

= E

[ ∞∑

t=0

x>(Q+K>RK)x

]
− E

[ ∞∑

t=0

x′
>

(Q+K>RK)x′
]

= E



∞∑

t=0

x>(Q̂i +
∑

j∈N iL

K>j RjKj)x


− E



∞∑

t=0

x′
T

(Q̂i +
∑

j∈N iL

K ′
>
j RjK

′
j)x
′




= Ji(K)− Ji(K ′).

(98)

This means that any perturbation on Ki results in the same difference on J(K) and Ji(K). The proof is completed. �
Proof of Lemma 5: Note that

Hi(K
i,k, x(0))−Hi,TJ (Ki,k, x(0)) =

∞∑

t=TJ

γtx>(t)(Q̂i +Ki,k>R̂iK
i,k)x(t)

=

∞∑

t=TJ

y>(t)(Q̂i +Ki,k>R̂iK
i,k)y(t)

= x>(0)
(
(
√
γ(A− BKi,k))TJ

)>
Pi
(√
γ(A− BKi,k)

)TJ
x(0)

≤ λmax(x(0)x>(0))trace(Pi)‖
√
γ(A− BKi,k)‖2TJ

(99)

where y(t) = γt/2x(t), the third equality comes from the fact y(t+ 1) =
√
γ(A− BK)y(t), and Pi is the solution to

Pi = Q̂i +Ki,k>R̂iK
i,k + γ(A− BKi,k)>Pi(A− BKi,k). (100)

Since E[x>(0)Pix(0)] = Ji(K
i,k), we have trace(Pi) ≤ Ji(K

i,k)
λmin(Σx) ≤

αiJi(K
0)

λmin(Σx) . Recalling that ‖√γ(A− BKi,k)‖ ≤ κ0, we
have

Hi(K
i,k, x(0))−Hi,TJ (Ki,k, x(0)) ≤ $αiJi(K0)κ2TJ

0 , (101)

where $ = λmax(x(0)x>(0))
λmin(Σx) .

It follows from (52) that

2TJ ≥
log
(
$αiJi(K

0)/ε′
)

log(1/κ0)
= logκ0

(ε′/($αiJi(K
0))), (102)

where the inequality used the fact 1−κ0 ≤ log(1/κ0). Substituting (102) into (101) yields Hi(K
i,k, x(0))−Hi,TJ (Ki,k, x(0)) ≤

ε′.
Next we prove (54). For any i ∈ V , we have

‖E[Gi(k)−GTJ
i (k)]‖ ≤ |qi

ri
(Hi(K

i,k, x(0))−Hi,TJ (Ki,k, x(0)))| · max
Di∈Sqi−1

‖Di‖

≤ qi
ri
ε′.

(103)
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According to Lemma 2, when ri ≤ ρ0 ≤ βK , we have

‖E[Gi(k)]−∇Ki
J(Ki,k)‖ ≤ φ0ri. (104)

Using the triangular inequality yields (54).
Next we bound ‖GTJ

i (k)‖:

‖GTJ
i (k)‖ ≤ qi

ri
(Hi(K

i,k, x(0)) + ε′)

≤ qi
ri

(clqrJi(K
i,k) + ε′)

≤ qi
ri

[
clqr(Ji(K

k) + λ0ρ0) + ε′
]

≤ qi
ri

[
clqr(αiJi(K

0) + λ0ρ0) + ε′
]
,

(105)

where the first inequality used the first statement in Proposition 1, the second inequality used

‖Ki,k −Kk‖ ≤ ‖K̂k
i −Kk

i ‖+ ri = wi‖Kk
i −K

kprev
i ‖+ ri ≤ ρ0,

the third inequality used Ji(Kk) ≤ αiJi(K0). �
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