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#### Abstract

This brief investigates distributed coordination control problems under a state-dependent communication graph with several inherent links. In the network, an interaction arises between two agents if either their states differ by less than a fixed range or an inherent communication link exists between them. By considering that each agent has a state-dependent control gain, a nonlinear consensus protocol is proposed for single-integrator modeled multi-agent systems. With the validity of some initial condition, the communication graph is shown to be connected at any time, which guarantees asymptotic consensus. It is further shown that this result can apply to the opinion consensus problem. This brief also provides a novel approach to finitetime coordination protocols synthesis. By simply multiplying a time-varying gain, any coordination protocol can be transformed into a finite-time protocol. A simulation example is presented to illustrate the effectiveness of the theoretical result.


Index Terms-Consensus, state-dependent graphs, opinion dynamics, formation control, finite-time convergence.

## I. Introduction

DECENTRALIZED coordination control of multi-agent systems (MASs) has received considerable attention [1]-[4]. Among those popular issues associated with coordination control, reaching consensus is a fundamental problem for accomplishing more complex tasks. Consensus is said to be reached if a group of agents agree upon specified quantities. The quantities might be position [1], velocity [2], temperature [3], or opinion [5]-[8]. To date, a lot of experimental and theoretical efforts have been carried out on consensus problems [9]-[14]. These works show that the network connectivity plays a pivotal role for reaching consensus. However, in practical applications, the communication graph and the communication data transmission rate usually change as the evolution of agents' states [1], [15]-[17]. As a result, it becomes a critical issue that how to determine the connectivity of the state-dependent communication graph. Related investigations can be found in [1], [5]-[7], and [16].
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In this brief, we consider that any two agents interact with each other if either their states differ by less than a fixed range or an inherent communication link exists between them. That is, the communication graph is the union of a state-dependent graph and a fixed graph. Two examples can be given to show that our assumption on the graph is well-justified. First, during an opinion formation process, besides similar opinions, the inherent relationship between two individuals may also lead to their communications. It is common to observe that people are often influenced by their relatives even if they have totally different opinions. Second, in cooperative control of multiple mobile robots with limited visibility, in addition to interactions between robots located within the sensing range, an inherent information transmission channel may also exist between two robots if they are both equipped with extra wireless sensors.

Considering the fact that different agents may have different ability to utilize the measured information, each agent has a state-dependent gain in our model. Reference [3] has also studied a similar issue under assumptions that the communication graph is connected and each agent is with one-dimensional state. We consider the case when the communication graph has state-dependent connectivity. Moreover, our protocols can apply to agents with multi-dimensional states.

In the literature, a potential function is usually employed to preserve network connectivity [1], [2]. However, when a potential force is applied, the trajectory of each agent will be influenced, which results in a different stable state. This is often unavailable in many cases. As an example, the opinion formation models in [5]-[8] mainly study the evolution of opinions under specified updating laws, applying a potential force will evidently change the original properties of the model. Motivated by this fact, we develop in this brief an approach to predicting network connectivity by initial conditions without applying extra potential forces. We show that the communication graph will keep connected if an initial condition is satisfied. As a result, consensus can be reached among all agents asymptotically.

To achieve crucial control accuracy, finite-time convergence is often desired. Finite-time stability of a class of autonomous systems has been widely studied in the references, e.g., [10], [18]. In their investigations, only the upper bound of convergence time can be computed and the accurate convergence time cannot be given. Yong et al. [12] proposed some protocols to make a group of agents reach consensus at a preset time. Nevertheless, their analysis approach only applies to specific linear systems. In this brief, we provide a novel approach for achieving convergence at a preset time. We prove that by employing an artificial time-varying control
gain, an autonomous system with locally asymptotically stable equilibria can be modified such that the solution of the modified system converges into the previous equilibrium set at a preset time. By utilizing this method, we propose a finite-time consensus protocol for MASs with single-integrator dynamics. It is important to note that with given initial conditions for asymptotic consensus protocol, the finite-time consensus protocol finally drives the agents to achieve the same consensus state as the asymptotic consensus protocol does.
Notations: Throughout this brief, $\mathbb{R}$ denotes the set of real numbers; $\mathbb{R}^{n}$ is the $n$-dimensional Euclidean space; $\otimes$ is the kronecker product; $\|\cdot\|$ stands for the Euclidean norm; $C_{n}^{k}$ represents the number of $k$-combiniations from a given set of $n$ elements, i.e., $C_{n}^{k}=\frac{n(n-1) \cdots(n-k+1)}{k(k-1) \cdots 1} ; f^{\prime}(t)=\frac{d f}{d t}$ is the derivative of $f$ with respect to $t ; \mathbf{1}_{n}$ is a vector with $n$ components, where each component is 1 .

The interaction between all agents is denoted by a weighted undirected graph $\mathcal{G}=(\mathcal{V}, \mathcal{E}, \mathcal{A}) . \mathcal{V}=\{1, \ldots, n\}$ denotes a set of vertices, $\mathcal{E}$ is a set of edges, $\mathcal{A}=\left[a_{i j}\right] \in \mathbb{R}^{n \times n}$ is the adjacency matrix, where $a_{i j}$ is the transmission weight between agents $i$ and $j$. The neighbor set of $i$ is denoted by $\mathcal{N}_{i}=\{j \in$ $\mathcal{V} \mid(i, j) \in \mathcal{E}\}$. We always consider that $a_{i j} \geq 0$ and $a_{i i}=0$ for any $i, j \in \mathcal{V},(j, i) \in \mathcal{E}$ if and only if $a_{i j}>0$. We say agents $i$ and $j$ are adjacent in $\mathcal{G}$ if $(i, j) \in \mathcal{E}$ and non-adjacent otherwise. The Laplacian matrix of graph $\mathcal{G}$ is defined by $\mathcal{L}=\left[l_{i j}\right]$, where $l_{i j}=-a_{i j}$ if $i \neq j, l_{i i}=\sum_{k \in \mathcal{N}_{i}} a_{i k}$. A connected subgraph $\mathcal{G}^{\prime}=\left(\mathcal{V}^{\prime}, \mathcal{E}^{\prime}, \mathcal{A}^{\prime}\right)$ of $\mathcal{G}$ is called a connected component if for any $i \in \mathcal{V}^{\prime}, j \in \mathcal{V}$ and $(i, j) \in \mathcal{E}$, it always holds that $j \in \mathcal{V}^{\prime}$ and $(i, j) \in \mathcal{E}^{\prime}$. The connected component with minimum number of vertices is called the minimum connected component.

## II. Problem Formulation

## A. State-Dependent Communication Graphs With Inherent Links

In the literature, connectivity of the network is often guaranteed by using artificial potential functions [1], [2] or restricting agents’ initial states [7], [16]. However, many system models characterizing social networks and physical phenomena cannot be controlled by specific external forces. Moreover, the restriction on initial configurations is often strict and difficult to satisfy. In this subsection, we introduce a communication graph consisting of a state-dependent graph and a time-invariant inherent graph, under which we will show that the restriction on agents' initial states for preserving connectivity can be relaxed comparing to the entirely state-dependent interaction graph in [7] and [16].

In our investigation, the communication graph $\mathcal{G}=$ $(\mathcal{V}, \mathcal{E}, \mathcal{A})$ is determined by the following two graphs:
(i) A state-dependent graph ${ }^{s t} \mathcal{G}=\left(\mathcal{V},{ }^{s t} \mathcal{E},{ }^{\text {st }} \mathcal{A}\right)$, in which an interaction link between two agents exists if and only if their relative state is less than a specified constant, which is called the sensing radius. For agents $i$ and $j$, we regard the interaction weight between them as a function of $\left\|x_{i}-x_{j}\right\|$, i.e., ${ }^{\text {st }} a_{i j}(x)=\alpha\left(\left\|x_{i}-x_{j}\right\|\right)$, where $\alpha(\cdot)$ satisfies the following assumption.

Assumption 1: $\alpha(\cdot): \mathbb{R}_{\geq 0} \rightarrow \mathbb{R}_{\geq 0}$ is continuous, $0<$ $\alpha(s)<\infty$ if $s<R$ and $\alpha(s)=0$ otherwise, where $R>0$ is a constant.


Fig. 1. The communication graph between four agents with states $\{4,2,-2,3\}$, the sensing radius is set by 1.5 . (a) The communication graph $\mathcal{G}$, (b) the inherent graph, (c) the state-dependent graph.
(ii) An inherent fixed graph ${ }^{\text {in }} \mathcal{G}=\left(\mathcal{V},{ }^{\text {in }} \mathcal{E},{ }^{\text {in }} \mathcal{A}\right)$, in which the weight ${ }^{\text {in }} a_{i j}$ is a positive constant if $(i, j) \in{ }^{\text {in }} \mathcal{E}$, and ${ }^{\text {in }} a_{i j}=0$ otherwise. We always consider that ${ }^{i n} \mathcal{G}$ is not connected throughout this brief. Note that in the case when ${ }^{i n} \mathcal{G}$ is connected, $\mathcal{G}$ is certainly connected at any time. Since our condition for agents' initial states is only for connectivity preservation, the initial condition will be unnecessary and the coordination control strategy can be effective, irrespective of agents' initial states. Throughout this brief, we use $n^{*}$ to denote the number of vertices in the minimum connected component of ${ }^{i n} \mathcal{G}$.

More precisely, we have $\mathcal{E}={ }^{\text {st }} \mathcal{E} \bigcup{ }^{\text {in }} \mathcal{E}$ and $\mathcal{A}={ }^{\text {st }} \mathcal{A}+{ }^{\text {in }} \mathcal{A}$.
Fig. 1 shows an example of the communication graph considered in this brief. It is easy to see that both ${ }^{s t} \mathcal{G}$ and ${ }^{\text {in }} \mathcal{G}$ are not connected, but their union graph $\mathcal{G}$ is connected.

## B. System Model and Finite-Time Consensus

We consider agents with singe-integrator dynamics

$$
\begin{equation*}
\dot{x}_{i}=u_{i}, \quad i \in \mathcal{V} \tag{1}
\end{equation*}
$$

respectively, where $x_{i}, u_{i} \in \mathbb{R}^{m}, \mathcal{V}=\{1, \ldots, n\}$. In the rest of this brief, we adopt $x=\left(x_{1}^{T}, \ldots, x_{n}^{T}\right)^{T}$ and $u=\left(u_{1}^{T}, \ldots, u_{n}^{T}\right)^{T}$.

The objective of this brief is to design distributed protocols that can drive a group of agents to reach agreement on their states. The formal definitions of consensus and finite-time consensus are characterized, respectively, as follows.

Definition 1: The MAS (1) is said to reach consensus asymptotically if $\lim _{t \rightarrow \infty}\left\|x_{i}-x_{j}\right\|=0$ for any $i, j \in \mathcal{V}$.
Definition 2: The MAS (1) is said to reach consensus in finite time if there exists a time $T>0$, such that $\lim _{t \rightarrow T^{-}} \| x_{i}-$ $x_{j} \| \rightarrow 0$ for any $i, j \in \mathcal{V}$.
If all agents reach consensus eventually, the common state which all agents converge to is called the consensus state.

## III. Main Results

In this section, we will focus on seeking an appropriate initial condition to fix the connectivity and in turn drive the agents to achieve consensus. Before showing the main result, we present the following lemmas, which are critical to the theoretical proofs.

Lemma 1 [19]: Suppose that $\mathscr{F}(\cdot): \mathbb{R} \rightarrow \mathbb{R}$ is a continuously differentiable function with nonzero derivative at the point $p$, then $\mathscr{F}$ is invertible in a neighborhood of $p$, the inverse is continuously differentiable, and $\left(\mathscr{F}^{-1}\right)^{\prime}(\mathscr{F}(p))=\frac{1}{\mathscr{F}^{\prime}(p)}$.

Lemma 2: If there are less than $n^{*}\left(n-n^{*}\right)$ pairs of nonadjacent vertices in graph $\mathcal{G}$, then $\mathcal{G}$ is connected.

Proof: Let $\mathcal{G}(r)$ be a graph having $r \geq 2$ connected components, $n_{i}$ is the number of agents corresponding to the $i$-th connected component, and $n_{1} \leq n_{2} \leq \cdots \leq n_{r}$. Let $g(r)$ be the maximum number of adjacent vertex pairs that $\mathcal{G}(r)$ may have. Then it must hold $g(r)=\sum_{i=p}^{r} C_{n_{i}}^{2}$, where $p=\min \left\{i \mid n_{i} \geq 2\right\}$. Note that

$$
\begin{aligned}
g(r-1) & \geq C_{n_{p}+n_{p+1}}^{2}+\sum_{i=p+2}^{r} C_{n_{i}}^{2} \\
& \geq C_{n_{p}}^{2}+C_{n_{p+1}}^{2}+\sum_{i=p+2}^{r} C_{n_{i}}^{2}=\sum_{i=p}^{r} C_{n_{i}}^{2}=g(r)
\end{aligned}
$$

Therefore, $g(r)$ is nonincreasing of $r$, implying that the more connected components a graph has, the smaller the maximum number of adjacent vertex pairs is.

Now we prove that $\mathcal{G}$ is connected by reduction to absurdity. Suppose that $\mathcal{G}$ is not connected. That is, $r \geq 2$. Let $f(r)$ be the number of pairs of non-adjacent agents for graph $\mathcal{G}$. It follows that

$$
f(r) \geq C_{n}^{2}-g(r) \geq C_{n}^{2}-g(2)
$$

Note that $g(2)=C_{n_{p}}^{2}+C_{n-n_{p}}^{2}=\frac{n^{2}-n}{2}+n_{p}^{2}-n_{p} n$. Since the edges of graph ${ }^{i n} \mathcal{G}$ can never be lost, we have $n^{*} \leq n_{p} \leq n-n^{*}$. It follows that $f(r) \geq C_{n}^{2}-g(2) \geq n_{p} n-n_{p}^{2} \geq n^{*}\left(n-n^{*}\right)$. This conflicts with our condition. In conclusion, we obtain that $\mathcal{G}$ is connected.

## A. Reaching Asymptotic Consensus

For agents with dynamics (1), the following consensus protocol is considered.

$$
\begin{equation*}
u_{i}=\frac{1}{w_{i}\left(\left\|x_{i}\right\|\right)} \sum_{j \in \mathcal{V}} a_{i j}\left(\left\|x_{i}-x_{j}\right\|\right)\left(x_{j}-x_{i}\right), \quad i \in \mathcal{V} \tag{2}
\end{equation*}
$$

Assumption 2: $w_{i}(\cdot): \mathbb{R} \rightarrow \mathbb{R}_{>0}$ is continuous and there exist $\underline{w}$ and $\bar{w}$ such that $0<\underline{w} \leq w_{i} \leq \bar{w}$.

In protocol (2), $1 / w_{i}$ is a nonlinear gain depending on the state of agent $i$. When $x_{i} \in \mathbb{R}$ for any $i \in \mathcal{V}, w_{i}\left(\left\|x_{i}\right\|\right)$ can be replaced with $w_{i}\left(x_{i}\right)$ where $w_{i}(\cdot)$ satisfies Assumption 2. In reality, if $x_{i}$ denotes the temperature of room $i$, then $w_{i}\left(x_{i}\right)$ can be considered as the temperature-dependent heat capacity of room $i$, see [3].

Theorem 1: Consider an MAS consisting of $n$ agents with dynamics (1) and protocol (2), where $\alpha(\cdot)$ and $w_{i}(\cdot)$ satisfy Assumption 1 and Assumption 2, respectively. Suppose the following inequality holds:

$$
\begin{equation*}
\frac{1}{2} \sum_{i, j \in \mathcal{V}} \int_{0}^{\left\|x_{i}(0)-x_{j}(0)\right\|} s a_{i j}(s) d s<n^{*}\left(n-n^{*}\right) \int_{0}^{R} s \alpha(s) d s \tag{3}
\end{equation*}
$$

then the consensus problem is solved asymptotically.
Proof: Consider the following Lyapunov candidate:

$$
\begin{equation*}
V=\frac{1}{2} \sum_{i, j \in \mathcal{V}} \int_{0}^{\left\|x_{i}-x_{j}\right\|} s a_{i j}(s) d s \tag{4}
\end{equation*}
$$

Then

$$
\begin{align*}
\dot{V} & =\frac{1}{2} \sum_{i, j \in \mathcal{V}} a_{i j}\left(\left\|x_{i}-x_{j}\right\|\right)\left(x_{i}-x_{j}\right)^{T}\left(\dot{x}_{i}-\dot{x}_{j}\right) \\
& =-\sum_{i \in \mathcal{V}} w_{i}\left\|\dot{x}_{i}\right\|^{2} \leq 0 \tag{5}
\end{align*}
$$

Next we show the compactness of $\Omega=\{x \mid V(x(t)) \leq V(x(0))\}$. Since $\Omega$ is obviously closed, we only prove that it is also bounded. Consider the function $E_{1}(x)=\sum_{i \in \mathcal{V}} \int_{0}^{\left\|x_{i}\right\|} s w_{i}(s) d s$. Differentiating $E_{1}$ along the trajectories of the agents, we have

$$
\dot{E}_{1}=\sum_{i \in \mathcal{V}}\left\|x_{i}\right\| \cdot \frac{x_{i}^{T} \dot{x}_{i}}{\left\|x_{i}\right\|}=-\frac{1}{2} \sum_{i, j \in \mathcal{V}} a_{i j}\left\|x_{i}-x_{j}\right\|^{2} \leq 0
$$

It follows that $\frac{1}{2} \sum_{i \in \mathcal{V}} \underline{w}\left\|x_{i}(t)\right\|^{2} \leq E_{1}(x(t)) \leq E_{1}(x(0)) \leq$ $\frac{1}{2} \sum_{i \in \mathcal{V}} \bar{w}\left\|x_{i}(0)\right\|^{2}$.

Hence, $\|x(t)\| \leq \frac{\bar{w}}{w}\|x(0)\|$, implying the compactness of $\Omega$. By LaSalle's invariance principle, the states of all agents asymptotically converge into the largest invariant set in $M=\{x \mid \dot{V}(x)=0\}=\{x \mid \dot{x}=0\}$. Let $W=$ $\lim _{t \rightarrow \infty} \operatorname{diag}\left(w_{1}\left(\left\|x_{1}(t)\right\|\right), \ldots, w_{n}\left(\left\|x_{n}(t)\right\|\right)\right)$, Assumption 2 implies that $W$ is invertible. Then $M=\left\{x \mid W^{-1}\left(\mathcal{L} \otimes I_{m}\right) x=\right.$ $0\}=\left\{x \mid\left(\mathcal{L} \otimes I_{m}\right) x=0\right\}$. From (3), one has

$$
\begin{aligned}
& \frac{1}{2} \sum_{i, j \in \mathcal{V}} \int_{0}^{\left\|x_{i}(t)-x_{j}(t)\right\|} s \alpha(s) d s \leq V(t) \\
& \quad \leq V(0)<n^{*}\left(n-n^{*}\right) \int_{0}^{R} s \alpha(s) d s
\end{aligned}
$$

Note that $\int_{0}^{l} s \alpha(s) d s$ is increasing of $l$. As a result, for any agents $i$ and $j,\left\|x_{i}-x_{j}\right\| \geq R$ if and only if $\int_{0}^{\left\|x_{i}-x_{j}\right\|} s \alpha(s) d s=$ $\int_{0}^{R} s \alpha(s) d s$. It follows that there are less than $n^{*}\left(n-n^{*}\right)$ pairs of non-adjacent agents in ${ }^{s t} \mathcal{G}(t)$. Since $\mathcal{G}(t)$ has more edges than ${ }^{s t} \mathcal{G}(t), \mathcal{G}(t)$ also has less than $n^{*}\left(n-n^{*}\right)$ pairs of nonadjacent agents. By lemma $2, \mathcal{G}(t)$ is connected for any $t \geq 0$. Consequently, the largest invariant set in $M$ is $\operatorname{span}\left\{\mathbf{1}_{n} \otimes I_{m}\right\}$. Therefore, $\lim _{t \rightarrow \infty}\left\|x_{i}-x_{j}\right\|=0$ for any $i, j \in \mathcal{V}$.

In particular, if $x_{i} \in \mathbb{R}$, it is easy to see that Theorem 1 also holds if $w_{i}\left(\left\|x_{i}\right\|\right)$ in protocol (2) is replaced with $w_{i}\left(x_{i}\right)$. In this case, we can determine the consensus state by using the function $E_{2}=\sum_{i \in \mathcal{V}} \int_{0}^{x_{i}} w_{i}(s) d s$. Note that $\dot{E}_{2}=\sum_{i \in \mathcal{V}} \sum_{j \in \mathcal{V}} a_{i j}\left(\left\|x_{i}-x_{j}\right\|\right)\left(x_{j}-x_{i}\right)=0$. Suppose $\lim _{t \rightarrow \infty} x_{i}(t)=x^{*}$ for all $i \in \mathcal{V}$, it is clear that $x^{*}$ satisfies $\sum_{i \in \mathcal{V}} \int_{0}^{x^{*}} w_{i}(s) d s=\sum_{i \in \mathcal{V}} \int_{0}^{x_{i}(0)} w_{i}(s) d s$.

Remark 1: It can be observed from (3) that the smaller ${ }^{i n} a_{i j}$ for $(i, j) \in{ }^{i n} \mathcal{E}$ is, the milder condition (3) will be. For example, consider the initial state vector $x(0)=\left(c_{1} \mathbf{1}_{n^{*}}^{T}, c_{2} \mathbf{1}_{n-n^{*}}^{T}\right)^{T}$, where $c_{1}, c_{2} \in \mathbb{R}$. Graph ${ }^{i n} \mathcal{G}$ has two connected components with $\left\{1, \ldots, n^{*}\right\}$ and $\left\{n^{*}+1, \ldots, n\right\}$ being the corresponding sets of agents, respectively. Let $\varepsilon$ be the upper bound of ${ }^{\text {in }} a_{i j}$. Then the invalidity of condition (3) implies that $n^{*}\left(n-n^{*}\right) \int_{0}^{\left|c_{1}-c_{2}\right|} s(\alpha(s)+\varepsilon) d s \geq n^{*}\left(n-n^{*}\right) \int_{0}^{R} s \alpha(s) d s$, that is, $\int_{0}^{\left|c_{1}-c_{2}\right|} s \alpha(s) d s+\frac{1}{2}\left(c_{1}-c_{2}\right)^{2} \varepsilon \geq \int_{0}^{R} s \alpha(s) d s$. If $\varepsilon$ is small enough, we can derive that $\left|c_{1}-c_{2}\right| \geq R$, which means that the connectivity will never be guaranteed. That is, the sufficiency condition (3) is also close to a necessity condition in this case. However, if ${ }^{i n} a_{i j}=0$ for any $i, j \in \mathcal{V}$, i.e., $n^{*}=1$,
no inherent communication links exist in the graph, the right hand side of (3) will decrease accordingly. Therefore, when several inherent communication links with small communication weights exist in the graph, condition (3) is more relaxed than the one in [16].

## B. Application to Opinion Dynamics

In [5], an opinion formation model (Krause's model) was developed under an interaction graph with state-dependent connectivity. It describes a social phenomenon that several individuals discuss with each other and update their opinions by averaging the opinions of their neighbors. The opinion of each individual is modeled as a real number. Two individuals are neighbors if and only if their opinions differ by less than the confidence bound $R>0$. Now we further assume that there exist some individuals interacting with each other all the time due to the inherent relationships between them. That is, the communication weight between agents $i$ and $j$ can be denoted by $a_{i j}={ }^{i n} a_{i j}+{ }^{\text {st }} a_{i j}$, where ${ }^{i n} a_{i j} \geq 0$ is fixed, ${ }^{s t} a_{i j}=\alpha\left(\left|x_{i}-x_{j}\right|\right)$. Then we have the following generalized continuous-time version of Krause's model:

$$
\begin{equation*}
\dot{x}_{i}=\frac{\sum_{j \in \mathcal{N}_{i}} a_{i j}\left(\left|x_{i}-x_{j}\right|\right)\left(x_{j}-x_{i}\right)}{\sum_{j \in \mathcal{N}_{i}} a_{i j}\left(\left|x_{i}-x_{j}\right|\right)}, i \in \mathcal{V} \tag{6}
\end{equation*}
$$

where $x_{i} \in \mathbb{R}, \mathcal{V}=\{1 \cdots, n\}$. When ${ }^{i n} a_{i j}=0$ for all $i, j \in \mathcal{V}$, the model (6) will reduce to a continuous-time Krause's model. Motivated by [6], the communication weight between agents $i$ and $j$ can be chosen as $\alpha\left(\left|x_{i}-x_{j}\right|\right) . \alpha(\cdot)$ is set by

$$
\alpha(s)= \begin{cases}1, & 0<s<R-\epsilon ;  \tag{7}\\ \frac{1}{\epsilon}(R-s), & R-\epsilon \leq s<R \\ 0, & s \geq R,\end{cases}
$$

where $0<\epsilon<R$.
The model (6) is similar to MAS (1) with protocol (2). For (6), although $w_{i}=\sum_{j \in \mathcal{V}} a_{i j}\left(\left|x_{i}-x_{j}\right|\right)$ is not fully dependent on $\left|x_{i}\right|$, if the right hand side of (6) keeps continuous, by following similar lines to the proof of Theorem 1, we can derive that condition (3) also leads to consensus of the model (6). To show this, we note that (5) also holds for the model (6). That is, once condition (3) holds, we have $V(t) \leq V(0)<n^{*}\left(n-n^{*}\right) \int_{0}^{R} s \alpha(s) d s$ for $t \geq 0$. Then graph $\mathcal{G}(t)$ is always connected for $t \geq 0$. This implies that $\sum_{j \in \mathcal{N}_{i}} a_{i j}\left(\left|x_{i}-x_{j}\right|\right) \neq 0$ for all $i \in \mathcal{V}$ and $t \geq 0$. As a consequence, the right hand side of (6) is continuous for any $t \geq 0$. Since $x_{i} \in \mathbb{R}$, by intuitive observation from the dynamic equation (6), $\max _{i \in \mathcal{V}} x_{i}$ is nonincreasing and $\min _{i \in \mathcal{V}} x_{i}$ is nondecreasing. Hence $|x(t)|^{2} \leq n \max _{i \in \mathcal{V}}\left|x_{i}(0)\right|^{2}$, which results in the compactness of $\{x \mid V(x(t)) \leq V(x(0))\}$. According to LaSalle's invariance principle, the states of all agents asymptotically converge into $\{x \mid \dot{x}=0\}=\{x \mid \mathcal{L} x=0\}$. Since we have shown that $\mathcal{G}(t)$ is connected for any $t \geq 0, x$ converges into $\operatorname{span}\left\{\mathbf{1}_{n}\right\}$ asymptotically. Therefore, the following corollary holds.

Corollary 1: The opinion formation model (6) achieves consensus asymptotically if condition (3) holds.

## C. A Time-Varying Gain for Finite-Time Convergence

In this subsection, by constructing a time-varying gain, we provide a novel approach to finite-time coordination protocols synthesis. Different from [10] and [18], the accurate convergence time is independent of the initial states of the system and will be set artificially. We first introduce a function $z(\cdot): \mathbb{R} \rightarrow \mathbb{R}$ satisfying the following assumption.
Assumption 3: (i). $z(t)$ is continuously differentiable with nonzero derivative on $[0, T)$, where $T$ is a positive constant.
(ii). $z(0)=0, z(t) \rightarrow \infty$ as $t \rightarrow T^{-}$.

A direct consequence of Assumption 3 is the invertibility of $z(t)$. To see this, we should note that $z^{\prime}(t)$ is continuous and nonzero on $[0, T)$. That is, $z^{\prime}(t)>0$ or $z^{\prime}(t)<0$ for all $t \in$ $[0, T)$. Hence, $z(t)$ is either strictly increasing or decreasing on $[0, T)$. As a result, $z(t)$ is a one to one mapping and invertible. In fact, by condition (ii) in Assumption 3, $z(t)$ is a strictly increasing function.

The following proposition shows that by using the gain $z^{\prime}(t)$, any autonomous system with locally asymptotically stable equilibria can be modified as a system with solutions converging into the previous equilibrium set at a preset time.
Proposition 1: Suppose the solution of an autonomous system

$$
\begin{equation*}
\frac{d x}{d t}=f(x) \tag{8}
\end{equation*}
$$

with initial state $\left.x\right|_{t=0}=x^{*}$ asymptotically converges into the equilibrium set $E$ as $t \rightarrow \infty$, where $x \in \mathbb{R}^{m}, f: \mathbb{R}^{m} \rightarrow \mathbb{R}^{m}$ is Lipschitz continuous. If $z(t)$ satisfies Assumption 3, then the solution of system

$$
\begin{equation*}
\frac{d x}{d t}=z^{\prime}(t) f(x) \tag{9}
\end{equation*}
$$

with initial state $\left.x\right|_{t=0}=x^{*}$ converges into $E$ as $t \rightarrow T^{-}$.
Proof: Due to Assumption 3 and Lemma 1, $z(t)$ is invertible and for any $t \in[0, T)$, we have $\left(z^{-1}\right)^{\prime}(z(t))=\frac{1}{z^{\prime}(t)}$. By the chain rule, system (9) can be equivalently written as the following system

$$
\begin{equation*}
\frac{d x}{d z}=\frac{d x}{d t} \cdot\left(z^{-1}\right)^{\prime}(z(t))=z^{\prime}(t) f(x) \cdot\left(z^{-1}\right)^{\prime}(z(t))=f(x) . \tag{10}
\end{equation*}
$$

Regarding $z$ as the time variable, we study the solution of system (10) from $z=0$. Since $z(0)=0$, we have $\left.x\right|_{z=0}=\left.x\right|_{t=0}=x^{*}$. As a consequence, system (10) has the same equilibrium set as system (8) does. That is, $x$ asymptotically converges into $E$ as $z \rightarrow \infty$. Note that the invertibility of $z(t)$ implies that $z(t)$ is a one to one mapping. Hence, $x$ gradually converges into $E$ as $t \rightarrow T^{-}$.

Remark 2: When system (9) is transformed into system (10), we can regard this fact as the change of the time variable from $t$ to $z$. In fact, condition (ii) in Assumption 3 can be more relaxed. Note that we just have to ensure that $\left.x\right|_{z=z^{*}}=\left.x\right|_{t=0}=x^{*}$ for some $z^{*} \geq 0$, then $x$ will reach the equilibrium set $E$ as $z \rightarrow \infty$. Therefore, once it holds that $z(0)>0$, by regarding $z=z(0)$ as the initial time of system (10), we can also obtain the validity of Proposition 1. That is, the asymptotic stability of the solution corresponding to system (10) with initial state $\left.x\right|_{z=z(0)}=x^{*}$ leads to the


Fig. 2. Three communication graphs.


Fig. 3. (a) Consensus is not reached, the agents gradually split into two subgroups. (b) Consensus is reached asymptotically. (c) Consensus is reached at preset time 1 .
finite-time convergence of the solution corresponding to system (9) with initial state $\left.x\right|_{t=0}=x^{*}$.

## D. Reaching Consensus at a Preset Time

According to Assumption 3, a possible choice of $z(t)$ is

$$
\begin{equation*}
z(t)=\log T-\log (T-t) \tag{11}
\end{equation*}
$$

In what follows, we will employ this specific time-varying gain to solve the finite-time consensus problem.

It is straightforward that Proposition 1 applies to MAS (1) with protocol (2). Thus we have the following result.

Theorem 2: For an MAS consisting of $n$ agents with dynamics (1), under Assumptions 1 and 2, the protocol

$$
\begin{equation*}
u_{i}=\frac{z^{\prime}(t)}{w_{i}\left(\left\|x_{i}\right\|\right)} \sum_{j \in \mathcal{V}} a_{i j}\left(x_{j}-x_{i}\right), i \in \mathcal{V} \tag{12}
\end{equation*}
$$

solves the finite-time consensus problem if condition (3) holds.

## IV. A Simulation Example

Consider the smoothed opinion formation model (6) with 10 agents interacting with each other. Let $R=1$ and $\epsilon=0.01$. The initial opinions of the agents are set by $x(0)=$ $(0,0.05,0.1,0.15,0.2,0.25,0.3,1.25,2.2,2.3)^{T}$, which determines the state-dependent communication graph in Fig. 2 (a). With the inherent communication graph in Fig. 2 (b) and ${ }^{i n} a_{i j}=1$ for $(i, j) \in{ }^{i n} \mathcal{E}$, one has $V=12.01>10.4=21 W$, where $V$ is in form (4), $W=\int_{0}^{R} s \alpha(s) d s$. That is, the condition (3) is invalid. Fig. 3 (a) shows that although the initial communication topology is connected, the agents gradually split into two subgroups. Now we set the initial opinions by $x=(0,0.1,0.2,0.3,0.4,0.5,0.55,0.6,1.8,2.4)^{T}$. Then the state-dependent communication graph becomes the one in Fig. 2 (c). Using the same inherent interaction relationship in Fig. 2 (b), we have $V=10.37<10.4=21 W$. By Theorem 1, consensus is reached asymptotically, as shown in Fig. 3 (b).

To achieve consensus in finite time, we let $z(t)$ be in form (11), where $T>0$ is the desired time for reaching consensus. By implementing protocol (12) with $w_{i}=\sum_{j \in \mathcal{N}_{i}} a_{i j}$
and setting $T=1$, Fig. 3 (c) shows trajectories of the opinions under the same initial states as the last example. It can be observed that consensus is reached as $t \rightarrow T^{-}$, and the consensus state is identical to the one in Fig. 3 (b).

## V. Conclusion

We solved the consensus problem of continuous-time MASs under state-dependent communication graphs with several inherent communication links. By introducing an artificial time-varying control gain, we proposed a finite-time protocol corresponding to the asymptotic coordination protocol.
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